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#### Abstract

In this paper, we address a location-inventory-routing model for perishable products. The model determines the number and location of required warehouses, the inventory level at each retailer, and the routes traveled by each vehicle. The proposed model adds location decisions to a recently published inventory routing problem in order to make it more practical, thus supporting the prevalent claim that integration of strategic, tactical and operational level decisions produces better results for supply chains. Given that the model developed here is NP-hard, with no algorithm capable of finding its solution in polynomial time, we develop a Genetic Algorithm approach to solve the problem efficiently. This approach achieves high quality near-optimal solutions in reasonable time. Furthermore, the unique structure of the problem requires developing a new chromosome representation, as well as local search heuristics. Finally, an analysis is carried out to verify the effectiveness of the algorithm.
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## 1. Introduction

Researchers and practitioners often classify supply chain decisions into strategic, tactical, and operational, based on the time horizon of impact [1]. Strategic decisions have a longer time horizon of impact, which could even be years, as they deal with decisions that cannot change easily, such as the location of facilities. Tactical decisions have a time horizon of months and they include planning aspects pertaining to inventory management. Finally, operations decisions are made on a daily basis, with almost immediate impact and they include distribution decisions.

Historically, these decisions are treated separately. Each entity in the supply chain tries to minimize the cost incurred within the same facility without considering the implications of these measures on upstream or downstream entities of the supply chain. While this approach ensures that the cost for each level is minimized, the summation of all costs across the supply chain might not be at minimum. The situation where each level tries to maximize their benefit regardless of the others leads to a local optimum and sometimes sub-optimality of the systems and excessive costs [2-6], all cited in [7].

[^0]Recently, supply chain managers and researchers have realized the importance of the integration of supply chain decisions. Many researchers showed significant savings when considering a combination of the aforementioned decisions into a single model. See, for example, Nagy and Salhi [8], Wu et al. [9], Baita et al. [10], Moin and Salhi [11], Daskin et al. [12], Shen et al. [13], and Diabat et al. [7]. Many models presented in the literature combine two of the supply chain decisions into one single model. These models are location-inventory, location-routing, and inventory-routing models. However, few models integrate all three decisions and solve them simultaneously. In other words, location-inventory-routing models have not been studied extensively.

In general, one might argue about the applicability of integrating a strategic-level decision, such as location, with tactical- and operational-level decisions, such as inventory and routing. This argument is valid since these decisions belong to different levels of supply chain management and integrating them can increase the complexity of the resulting model. However, in the current work, we incorporate location decisions to the model developed by Le et al. [14], in the sense that we select which retailers will serve as distribution centers. More specifically, the model developed by Le et al. [14] deals with the storage and shipping of blood units between hospitals in a certain area. In this context, we aim to categorize these hospitals into two groups. The first group represents those medical centers which only receive blood units from other
ones (according to their respective demand). The other group represents the medical centers which receive more blood cells than their demand, store them, and ship them to other hospitals if needed. The problem studied by Le et al. [14] is an NP-hard problem and therefore the problem developed in this paper is also NP-hard.

Members of this latter group are named Distribution Centers (DCs) in the supply chain management literature. The former is the group of retailers. Hence, our model deals with already existing facilities. Location decisions in this sense represent the decision of which hospital will hold inventory of blood units to be shipped to other hospitals. Moreover, the fixed location cost in this regard is the overhead and extra managerial costs associated with the extra space and handling, rather than the cost of building a new facility from the ground up. This argument would justify integrating location decisions with inventory and routing decisions into a single model. In addition to this, the importance of integrating inventory with routing, as underlined by Bertsimas and Simchi-Levi [15] among others, and location with inventory, as underlined by Shen et al. [13], has been readily highlighted in the literature, further validating the integration not only of two aspects at a time, but of all three aspects simultaneously.

Knowing the fact that a moderate size mixed-integer program (MIP) can have tens of thousands of variables, it is challenging and perhaps impossible to find a global optimal solution in reasonable time with readily available computing resources. Thus, instead of searching for a global optimum, an approximate optimal, or near optimal, solution is sufficient for the problem at hand. The Genetic Algorithm (GA) is a stochastic optimization technique that depends on a random-based searching mechanism. Genetic algorithms have been successfully adapted in many areas to solve a large number of optimization problems, including scheduling and transportation problems.

In what follows, the integration of the location decisions into a recently published inventory-routing model for perishable products is introduced. Section 2 shows a brief literature of the research most related to our work. An explanation of how location decisions make previous models more practical and realistic is provided. Section 3 provides an overview of the model, and discusses its motivation and interpretation. The genetic algorithm used to solve this model is thoroughly explained in Section 4. The new chromosome representation and the new local search heuristic are also detailed. Numerical analysis to show the effectiveness of the model and the solution method is shown in Section 5, while the conclusions and the potential future work is discussed in Section 6.

## 2. Literature review

Researchers have recently realized the importance of integration of all the three components of the supply chain management into one model. Max Shen and Qi [16] modified the model by Daskin et al. [12] and proposed a stochastic model that considers the location, inventory and routing costs. They approximate the shipment from a warehouse to its customers using a vehicle routing model. They used Lagrangian relaxation to solve the subproblems. Lagrangian relaxation has also been implemented by Diabat et al. [17], who focus on developing an improved approach that is able to solve problems more efficiently, while Diabat and Richard [18] develop a nested Lagrangian relaxation approach for the integrated problem. Javid and Azad [19] present a model which simultaneously optimizes location, inventory and routing decisions without approximation. They show that the approximation by Max Shen and Qi [16] is only applicable under some restrictive assumptions. The model is formulated as a mixed integer convex program. They proposed a hybrid algorithm of Tabu Search and Simulated Annealing. Piece-wise linearization is applied to the joint location-
inventory problem without capacity constraints [20] as well as with the consideration of capacity constraints [21].

Liu and Lee [22] consider a stochastic customer demand and include inventory costs in the location-routing problem. An initial solution is found by clustering the customers, based on an increasing order of their marginal inventory costs. Ambrosino and Grazia Scutellà [23] consider a four level location-routing problem. The authors also introduce inventory considerations. Both static and dynamic problem cases are treated. Furthermore, a heterogeneous fleet is allowed. Recently, Le et al. [14] combined inventory and routing components into one model. They proposed a column generation based heuristic to solve the model. They showed significant savings when using their model.

Supply chains with perishable products have been studied in various lines of research. Some researchers extended the economic order quantity (EOQ) policy for inventory models which include perishable products. For example, Giri and Chaudhuri [24] proposed an inventory model for a perishable product where the demand rate is a function of the on-hand inventory, and the holding cost is nonlinear. Moreover, Padmanabhan and Vrat [25] proposed a stock-dependent selling rate model where the backlogging function was assumed to be dependent on the amount of demand backlogged. Dye and Ouyang [26] extended their model by introducing a time proportional backlogging rate. In a different line of research, Hsu et al. [27] extended the vehicle routing problem with time-windows discussed in a number of papers (e.g. Koskosidis et al. [28] and Sexton and Choi [29]), by considering the randomness of the perishable food delivery process. However, both EOQ and VRP extensions lack the integration of inventory and transportation decisions. Hence, the problem of sub optimality is likely to arise.

The model described here is an extension of the model proposed by Le et al. [14]. While the authors account for transportation and inventory costs only, our model accounts for all three levels of integration. Adding the fixed location cost component makes the model more realistic and closer to real world application, without proportionally increasing its complexity. Moreover, the model is carefully formulated to maintain its linearity. A naive formulation would make the model non-linear and, consequently, much more complicated and harder to solve. In particular, Le et al. [14] use column generation to solve their model. This works well with small and medium sized instances. However, the addition of the location decisions, as well as the introduction of very large real life instances represent a challenge to existing exact solution methods. In fact, later work of Diabat and Al-Salem [30] addresses the joint inventory and routing problem with the help of a tabu search heuristic, while authors report that their heuristic outperforms the column generation approach for many problem instances. In light of this, we also develop a customized heuristic approach for the same model, which we expect will produce good quality results within reasonable time, thus making an important contribution.

Genetic algorithms are effective in achieving optimal or nearoptimal solutions by solving optimization problems. As such, GAs have been widely implemented to solve a variety of single- and multi-objective problems in production and operations management that are combinatorial and NP hard [31]. However, few researchers have used GAs to tackle integrated models. Diabat et al. [32] study the capacitated facility location problem with risk pooling, while Ali Diabat and Deskoores [33] develop a hybrid GA to solve the integrated problem. Ali Diabat and Al-Salem [34] additionally consider environmental factors to their formulation. Hybrid heuristics have also been used, as in the case of Diabat [35] who study a vendor managed inventory system in a two-echelon supply chain, with a single vendor and multiple buyers.

Alp et al. [36] propose a genetic algorithm for a well-known facility location problem, the P-Median model. The P-Median model
is a location/allocation model, which locates $P$ facilities among $n$ demand points and allocates the demand points to the facilities. Their algorithm generates good solutions quickly. Evolution is facilitated by a greedy heuristic. Baker and Ayechew [37] developed a genetic algorithm to solve the basic vehicle routing problem in which customers of known demand are supplied by a single warehouse. Convergence of the genetic algorithm described there has been accelerated by incorporating strategies for moving to neighboring solutions. Genetic algorithms were successfully applied to the multi-depot vehicle routing problem (MDVRP), [38] and location-allocation problem [39].

Moreover, Min et al. [40] propose a nonlinear mixed integer programming model and a genetic algorithm that can solve the reverse logistics problem involving product returns. The usefulness of the proposed model and algorithm was validated by its application to an illustrative example dealing with products returned from online sales. Lau et al. [41] use a search technique which depends on fuzzy logic to solve this problem. The role of fuzzy logic is to dynamically adjust the crossover rate and mutation rate after a number of consecutive generations. Another notable work in reverse logistics was presented by Alshamsi and Diabat [42], while Santibanez-Gonzalez and Diabat [43] employ Benders decomposition to solve a reverse supply chain problem. On the other hand, Al-Salem et al. [44] use piece-wise linearization for a closed-loop supply chain problem.

In this paper, we propose a genetic algorithm approach to solve the model efficiently and effectively. The complicated combinatorial model described below is extremely hard to solve using exact techniques. As such, a powerful heuristic like the one developed here is needed to find an optimal or near optimal solution in reasonable time. The contribution of our work includes both the extension of an existing formulation to account for location decisions, by integrating them with inventory and routing, as well as the development of a customized heuristic technique to solve the proposed model.

## 3. Model formulation

### 3.1. Model description

The model described in Hiassat and Diabat [45] considers the distribution of a single product from a single manufacturer to a set of retailers, I, through a set of warehouses that can be located at various predetermined sites, $W$. The retailers have deterministic demand but these demands may vary from one time period to the next. The goods are distributed by a homogeneous fleet of vehicles of identical capacity. In their model, it is assumed that products are perishable (i.e. have a specific shelf-life). The shelf-life is measured by the number of time periods. Also, it is assumed that out-of-stock situations never occur. Inventory holding costs are assumed to vary slightly across time. The inventory holding cost for warehouses is assumed to be the same for all candidate warehouses and therefore can be neglected. Inventory levels at retailers are limited by two constraints, namely: physical capacity at retailer sites and the shelf-life of products. It is assumed that perishability dominates the physical capacity of retailer sites in defining the upper bound inventory level. Consequently, the upper bound inventory level at customer sites is defined solely by the perishability constraints.

A feasible route is defined as a route which begins at a candidate warehouse, visits a number of retailers, and returns to the same warehouse. As such, a feasible route does not involve visiting more than one warehouse. Consequently, the number of possible feasible routes will be $W \cdot 2 I$, where $W$ and $I$ are the number of warehouses and retailers, respectively. Feasible routes and the associated parameters (as shown later) are required as inputs to the model and, therefore, are generated prior to solving the model. The
vehicle capacity is larger than the maximum customer demand at any time period. Moreover, in any time period, each vehicle travels on at most one route, and each customer is visited at most once.

Three major cost components are considered in the objective function of the model. They are as follows:
(i) warehouse fixed-location cost: the cost of establishing and operating a warehouse;
(ii) retailer unit-inventory holding cost: the cost of storing products at a retailer; and
(iii) routing cost: the cost associated with delivering the goods from a warehouse to retailers.

### 3.2. Notation

The notation adopted in the current formulation is described in the current section.

### 3.2.1. Sets

$W \triangleq$ Set of candidate warehouses, $W=0, \ldots,|W|$
$I \triangleq$ Set of retailers, $I=0, \ldots,|I|$
$V \triangleq$ Set of nodes, $V=W \cup I$
$T \triangleq$ Set of time periods, $T=0, \ldots,|T|$
$R \triangleq$ Set of all feasible routes
$K \triangleq$ Set of homogeneous vehicles, $K=0, \ldots,|K|$

### 3.2.2. Parameters

$f_{w} \triangleq$ Fixed cost of opening and operating warehouse a candidate location $\omega \in W$
$C \triangleq$ Vehicle capacity
$\tau_{\text {max }} \triangleq$ Maximum shelf-life
$d_{i t} \triangleq$ Demand of customer $i \in I$ in time period $t=$ $1, \ldots, T, \ldots, T+\tau_{\text {max }}-1$
$u_{i t} \triangleq$ Upper bound inventory level at customer $i \in I$ at time $t \in$
$T, u_{i t}=\left(\sum_{\tau>t}^{\tau<t+\tau_{\text {max }}} d_{i t}\right)$
$h_{i t} \triangleq$ Inventory holding cost of customer $i \in I$ at time $t \in T$
$I_{i 0} \triangleq$ Inventory level at customer $i \in I$ at the beginning of time period $t=1$
$y_{i t} \triangleq$ Quantity to deliver to customer $i \in I$ at time $t \in T, y_{i t}=$ $\sum_{r \in R} a_{i r} a_{i r t}$
$a_{i r}=\left\{\begin{array}{c}1, \text { if } r \in R \text { visits customer } i \in I \\ 0, \text { otherwise }\end{array}\right.$
$\beta_{r w}=\left\{\begin{array}{c}1, \text { if router } \in R \text { visits customer } \omega \in W \\ 0, \text { otherwise }\end{array}\right.$
$c_{r} \triangleq$ Transportation cost of route $r \in R$

### 3.2.3. Decision variables

$I_{i t} \triangleq$ Inventory level at customer $i \in I$ at the end of time period $t \in T$
$a_{i r t} \triangleq$ Quantity to deliver to customer $i \in I$ using route $r \in R$ at time $t \in T$
$\theta_{r t}=\left\{\begin{array}{c}1, \text { if router } \in \text { Ris selected at time } t \\ 0, \text { otherwise }\end{array}\right.$
$m_{w}=\left\{\begin{array}{c}1, \text { if warehouse is opened at location } w \in W \\ 0, \text { otherwise }\end{array}\right.$

### 3.3. The model

The MIP formulation of the problem can be stated as follows: Minimize
Total cost $=\sum_{w \in W} f_{w} m_{w}+\sum_{t \in T}\left(\sum_{r \in R} c_{r} \theta_{r t}+\sum_{i \in I} h_{i t} I_{i t}\right)$
Subject to
$\sum_{r \in R} a_{i r} \theta_{r t} \leq 1 \quad \forall i \in I, t \in T$
$\sum_{i \in I} a_{i r t} \leq C \theta_{r t} \quad \forall r \in R, t \in T$
$I_{i t-1}-\sum_{r \in R} a_{i r} a_{i r t}=d_{i t}+I_{i t} \quad \forall i \in I, t \in T$
$I_{i t} \leq u_{i t} \quad \forall i \in I, t \in T$
$\theta_{r t} \leq \sum_{w \in W} \beta_{r w} m_{w} \quad \forall r \in R, t \in T$
$\sum_{r \in R} \theta_{r t} \leq|K| \quad \forall t \in T$
$\theta_{r t} \in\{0,1\} \quad \forall r \in R, t \in T$
$m_{w} \in\{0,1\} \quad \forall w \in W$
$a_{i r t}, I_{i t} \geq 0 \quad \forall i \in I, r \in R, t \in T$
The objective function (1) shows the sum of costs included in this model. The first term represents the cost of opening and operating the selected warehouses, whereas the second term represents the transportation cost and the inventory holding cost. Constraints (2) guarantee that a customer is visited once at most in any time period. Constraints (3) ensure that vehicle capacities are not exceeded. Inventory balance equations are represented in constraints (4). Constraints (5) ensure that the inventory level at a customer never exceeds the total demand in the next $\left(\tau_{\max }\right)$ consecutive time periods. Constraints (6) guarantee that routes start and end with open warehouses only. Constraints (7) limit the maximum number of routes at any time period to be no greater than the number of vehicles. Finally, constraints (8) and (9) restrict $\theta$ and $m$ to be binary, and constraints (10) ensure that quantities to be shipped to customers and inventory levels are non-negative.

## 4. Genetic algorithm

The Genetic Algorithm (GA) is a powerful search technique. It is implemented here to solve the model described above. Fig. 1 below shows the flowchart of the algorithm used to find an optimal or near optimal solution. The algorithm starts by creating an initial population by randomly generating feasible solutions. Then, the sets of chromosomes are passed through a self-development heuristic. The fitter individuals are then chosen to evolve through crossover and mutation. This process is repeated until an exit criterion is met.

### 4.1. Chromosome representation

Representing the chromosome is not a trivial task in such problems. Each chromosome must carry information about warehouse location, retailers' allocation to warehouses, and routing on each time period.

Since most crossover and mutation operators in the literature assume a fixed length of each chromosome, variable length chromosomes were not used. Fig. 2 shows a sample of the encoding
procedure used in this paper. The example refers to a chromosome of 2 warehouses ( $A$ and $B$ ) and 6 retailers, operating in a time span of 2 time periods. Each chromosome is divided into two parts.

The first part represents the warehouse location and allocation decisions. This part consists of $W \cdot T$ genes. Each $W$ genes correspond to a respective time period. The location of the gene is an index corresponding to a candidate warehouse. The value of that gene is the number of retailers assigned to the warehouse in that particular time period. Warehouse $A$ is open and is serving 4 retailers in time period 1. Also, two retailers are assigned to warehouse $B$ in the same time period. A value of zero means that no retailer is assigned to this warehouse at this time period. In the second time period, all 6 retailers are assigned to warehouse $A$ and none to warehouse B. However, this does not mean that warehouse B is closed (not used). Only if all gene values which correspond to the same warehouse across all time periods are zero, is the warehouse assumed closed. In that case, the cost of opening and operating that warehouse is not incurred.

The second part of the chromosome consists of $I \cdot T$ genes. For each time period, I retailers are located in I positions. The value of the gene represents the retailer number. The location, however, corresponds to the assignment to a warehouses as well as to the routing precedence. The precedence which vehicles will follow in the first time periods for warehouse A is A-3-2-4-6-A. However, vehicle capacity should be respected. As such, if the amounts shipped to 3,2 , and 4 are enough to fill up the vehicle, then two vehicles are needed and one would go the route: A-3-2-4-A, while the other would travel the route: A-6-A. In the second time period, all retailers are served by warehouse $A$. The number of vehicles is determined by the amount shipped and by the vehicle capacity.

### 4.2. Initialization

The initial population is generated in two stages. The first part of the chromosome is generated by assigning a random number between 0 and $I$ to the first warehouse, and then iteratively calculating the remaining of the $I$ customers and generating a random number between 0 and that value. This value is assigned to the next warehouse. This pattern continues for the remaining time periods.

For the second part, two methods were tested. In the first, random assignments were implemented. Random integers representing the retailers' numbers were generated and filled in each of the I positions in each time period. Already assigned numbers, however, are ignored to avoid duplicates. The second method is based on the distance between warehouses and retailers. In this procedure, each retailer is assigned to the nearest warehouse out of the available warehouse set. Whenever a retailer is assigned to a warehouse, a counter which represents the needed assignments for this warehouse is decreased by one. Once the counter reaches zero, the warehouse is removed from the available warehouse list. In generating the initial population, all individuals generated were designed to be feasible. Hence, a mechanism to repair infeasible chromosomes was not needed and, thus, was not implemented.

### 4.3. Optimal inventory

As explained earlier, the general procedure starts with solving an inventory model to optimality. The values of amounts shipped and total inventory cost are taken as inputs to the genetic algorithm. Specifically, the following model is applied to find the optimal values. The GA used here is hybridized with a linear program (LP) to solve the inventory problem. The solution of this LP specifies the quantities, to be shipped to retailers in each time period. Specifically, the LP is used to solve the following model.


Fig. 1. Flow chart of GA.


Fig. 2. Chromosome representation.
4.3.1. Decision variables
$I_{i t} \triangleq$ Inventory level at customer $i \in I$ at the end of time period $t \in T$
$a_{i r t} \triangleq$ Quantity to deliver to customer $i \in I$ by route $r \in R$ at time $t \in T$

### 4.3.2. Inventory holding sub-model

## Minimize

Inventory Holding Cost $=\sum_{t \in T} \sum_{i \in I} h_{i t} I_{i t}$

Subject to
$I_{i t-1}-a_{i t}=d_{i t}+I_{i t} \quad \forall i \in I, t \in T$
$I_{i t} \leq u_{i t} \quad \forall i \in I, t \in T$
$a_{i t}, I_{i t} \geq 0 \quad \forall i \in I, t \in T$

### 4.4. Improvement

The initial population and offspring generated by the genetic operations, as will be shown below, are improved using the Iterated Swap Procedure (ISP) which was originally developed by Ho. The ISP is shown in Fig. 3 below. The procedure works on the retailers' side of the chromosome as follows.

Step 1: start from the first time period, and select two genes in the retailers' side.

Step 2: exchange the positions of these two genes to form one offspring.

Step 3: swap these two genes with their neighbors to form four additional offspring.

Step 4: randomly select two genes from the next time period and go back to Step 2.

Step 5: evaluate all generated offspring and compare to parent. The best chromosome is taken, and the rest are discarded.

The ISP may exchange genes between retailers assigned to the same warehouse or between different warehouses (intra- or interwarehouse improvement). Also, the ISP may exchange between retailers within the same route or in two different routes (intra- or inter-route improvement). This interchange, and deciding which of these changes should occur, is governed by the choice of the two genes at the start of the procedure.

### 4.5. Evaluation

The fitness function for our problem is the summation of all cost components involved in the model. This includes the cost of opening and operating a warehouse, known as the fixed cost (FC), the cost of shipping products in terms of cost of routes followed, or routing cost (RC), and the cost of holding products in inventory (HC), known as inventory cost.

The cost of warehouse routing is the sum of cost of all routes for a given warehouse. The sum of such costs over all warehouses constitutes the total routing cost of the chromosome. Let $\mathrm{RCh}(\mathrm{w})$ be the total delivery cost needed for warehouse $w$ in chromosome $h$. If $m c$ is the number of customers in route $r$ and $m r$ is the number of routes in warehouse $w$, then
$R C_{h}(w)=\sum_{r=1}^{m_{r}}\left\{c\left[v\left(m_{c}\right), v(0)\right]+\sum_{i=1}^{m_{c}} c[v(i-1), v(i)]\right\}$
where $v(i)$ is the location of retailer $\mathrm{i}, v(0)$ is the location of the warehouse $w,(w=1,2, \ldots, W)$, and
$c(a, b)=p\left(\sqrt{\left(X_{a}-X_{b}\right)^{2}+\left(Y_{a}-Y_{b}\right)^{2}}\right)$
is the cost of traveling from point $a$ to point $b$, where $p$ is a cost factor per unit distance. Therefore, the total routing cost for chromosome $h$ is
$R C_{h}=\sum_{w \in W} R C_{h}(w)$
And the total cost of all components is
$X_{h}=F C_{h}+H C_{h}+R C_{h}$

### 4.6. Selection

The roulette wheel selection operation is used to choose which chromosome is selected for genetic operations. The idea of this method is fairly simple. Each chromosome in the population is given a probability to be chosen. This probability is proportional to its fitness. The fitter the chromosome, the higher the probability of being selected. However, as the definition of probability suggests, there is no guarantee for any chromosome to be selected.

An important point that needs to be stressed here is that the values calculated by the fitness function described above are based on the total cost. Fitter chromosomes have lower cost values. Hence, lower costs mean higher probability to be selected. The procedure of selection commences with the calculation of the total fitness $F$ of a population of size popsize as follows:
$F=\sum_{h=1}^{\text {popsize }} X_{h}$
The selection probability $p_{h}$ for each chromosome $h$ is:
$p_{h}=\frac{F-X_{h}}{F \times(\text { popsize }-1)}$
Then, a random number $r$ is generated in the range ( 0,1 ]. If $q_{h-1}<r \leq q_{h}$, then chromosome $h$ is selected.

### 4.7. Maintaining feasibility

There are plenty of algorithms proposed in the literature that allow for infeasible solutions to be part of the population and evolve from one generation to the next. This would help in finding new feasible regions and approaching a feasible optimal solution from different directions. This is useful especially when problems have disconnected feasible regions or the feasible optimal solution is at the edge of the feasible region. However, the final solution that the algorithm would converge to must be feasible. As such, techniques for controlling infeasible chromosomes must be implemented. Also, deciding how to compare infeasible solutions with feasible ones is also a major concern.

However, other algorithms maintain all-feasible populations all the time. This is accomplished by careful generation of initial population, as well as choosing the right variation operators, i.e. crossover and mutation.

In this work, only feasible chromosomes are generated and kept throughout the evolution process. Genetic operations were carefully chosen to maintain feasibility of offspring and avoid the need for a repair strategy, which can be computationally intensive and increase overall time.

### 4.8. Genetic operations

The search progress is achieved by two wide operations, namely crossover and mutation. Both operations constitute the exploitation and exploration part of the search. The two parts of a chromosome are different in the sense that repetition of a given time period of a value is allowed in the first part (warehouseretailer assignment), but not in the second part. As such, genetic operations were carefully designed to maintain chromosome feasibility.

### 4.8.1. Crossover

Crossover is the process whereby two chromosomes (called parents) partially contribute characteristics to a new chromosome (child). The type of crossover used here is single-point crossover. The child inherits all genes from one parent up to the crossover


Fig. 3. The iterated swap procedure.
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Parent 2


Child 1

| 4 | 2 | 6 | 0 | 3 | 2 | 4 | 6 | 1 | 5 | 3 | 4 | 1 | 6 | 2 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Fig. 4. Crossover operation: (a) Illegal crossover and (b) Legal crossover.


Fig. 5. Max-warehouse mutation.


Fig. 6. Comparison between running times for CPLEX and the proposed GA, for various problem sizes.


Fig. 7. Improvement profile for typical run for proposed GA.

Table 1
GA parameters for testing of different sizes.

| Parameter | Value |
| :--- | :--- |
| Population Size | 100 |
| No. of Generations | 1000 |
| Idle Population | 30 |
| Crossover Rate | 0.3 |
| Mutation Rate | 0.2 |
| Crossover Type | Segment, single point |
| Mutation Type 1 | Randomize L-A |
| Mutation Type 2 | Max WH |
| Mutation Type 3 | Swap |

point, and the remaining genes from the other parent. The crossover point is selected from a legal crossover set. This set consists of the boundary point between each time period both in the parts of warehouses and retailers. This is important to keep the offspring feasible. Fig. 4 below shows an example of an illegal and legal crossover.

### 4.8.2. Mutation

Mutation is used to explore new solutions in the solution space. It is important to avoid trapping in local optima. Many kinds of mutation operations exist and two different mutations have been tried and tested in this algorithm, as presented below:
4.8.2.1. Swap mutation. The process by which two genes are selected at random in a time period, and then they are swapped (by value) in all time periods. For example, if retailers 4 and 6 are selected, then their positions are swapped in all time periods. Using swap mutation, permutation is kept and perturbation is achieved.
4.8.2.2. Maximum warehouses open. The case where the time periods with the most warehouses open are reselected and the allocation plan is transferred to all other time periods. This mutation was developed by the authors after the observation that the GA tends to select chromosomes with fewer open warehouses. The idea is that if the chromosome is forced to have more warehouses opened, it will find its way to arrange retailers in such a way to find a better solution. This mutation has a variant where retailer sequence is also copied to other time periods (Fig. 5).

## 5. Results analysis

In order to show the effectiveness of the proposed algorithm, a number of randomly generated instances were tested. In particular, the data was generated as follows:

Number of retailers: 8 with 3 warehouses and 50 with 5 warehouses

Location of retailers and warehouses expressed as ( $X_{v}, Y_{v}$ ) coordinates for node $v$ : random integer in the interval $[0,500]$

Demand of each retailer per time period: random integer in the interval [10,100]

Inventory holding cost per time period: random integer in the interval [4.5, 5]

Capacity of fleet of vehicles: $110 \%$ of total demand of retailers
Number of vehicles: $\frac{1.1}{c}\left\{\sum_{i \in I} \sum_{t \in T} d_{i t}\right\}$
Initial inventory $I_{i 0}$ : random integer in the interval $\left[0, d_{i 1}+d_{i 2}\right]$ Number of time periods: 5
Shelf life $\tau_{\text {max }}: 2$ time periods
Vehicle capacity: $1.5 d_{\max }$
A major advantage of search heuristics such as GAs is their ability to solve medium- and large-sized instances in reasonable time. To test its effectiveness, the GA developed here is evaluated with instances of different sizes. Table 1 summarizes the GA parameter

Table 2
Convergence time (in sec) for CPLEX (exact) and proposed GA (heuristic) for various instances.

| No. of retailers | CPLEX | GA | Standard deviation |
| :--- | :--- | :--- | :--- |
| 4 | 20 | 47 | 2.1 |
| 6 | 60 | 105 | 20 |
| 8 | 120 | 108 | 15 |
| 11 | 3600 | 289 | 86 |
| 20 | 21,600 | 983 | 203 |
| 50 | - | 6950 | 1021 |

set for the genetic algorithm used for testing. A summary result is shown in Table 2.

Fig. 6 demonstrates graphically the benefit of using the GA to solve the models described in this work. The graph consists of two lines. The first line connects the running times resulting from running the genetic algorithm on different sized instances. The other line connects the running time of running the CPLEX solver in GAMS. The dashed part of this line is an estimate. The dashed line stopped at a certain point since the generation of parameters on the machine we used became impossible.

The genetic algorithm is not very efficient in finding the solution for small instances. However, as it can be seen, the genetic algorithm is superior in finding the solutions of medium and large instances.

It was noted that the exit criterion dominated with small instances sizes (<10 retailers) is the idle population cut off. As such, the maximum generation was rarely reached. Medium and large size instances, however, require more computation and, hence, the dominated exit criterion is the maximum generation. This means that with fixing the maximum generation value, the time needed for the algorithm to converge for even larger sizes is not expected to increase rapidly. It would rather level up and saturate. The slight increase, if any, in the time would be attributed to the extra time needed for processing bigger chromosomes.

Finally, after testing the parameters and choosing a suitable set of values, the quality of the solution resulted from the genetic algorithm approach can be examined. The genetic algorithm parameters were tuned to the values in Table 2, while a summary of results is provided in Table 3. The Diff. column represents the percentage difference between our solution and that resulting from applying the CPLEX solver in GAMS. The first row represents the result of applying Model 3.3 in GAMS. The second results when restricting the inventory values to be optimal, i.e. setting the variables Iit to certain values which correspond to the values found when solving the inventory sub-model 4.3.2. The last value is the average of 30 runs of the GA described earlier.

It is possible to observe that the gap is high for small instances. With medium-sized instances, the gap decreases. This is due to optimizing the inventory in the GA procedure. With larger instances, the effect is suppressed due to other high costs. However, the gap is expected to increase again with large-sized instances as a result of the inevitable existence of many local optima in such large solution spaces.

Furthermore, Fig. 7 shows the monotonic improvement of a typical run for the genetic algorithm. As it can be seen, the algorithm successfully improves the best value achieved, as well as the population's quality. The improvement at the beginning is significant and quick. However, as it approaches the optimal solution, it starts to slow down and saturates up to the point where no further improvement is possible. At that point, the algorithm breaks, and the procedure terminates. The lower line represents a lower bound on the optimal value of the objective function.

Table 3
Comparison of GA solution to other solvers.

| Solver | 4Ret2WH |  | 6Ret2WH |  | 8Ret3WH |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Best Value | Diff | Best Value | Diff | Best Value | Diff |
| GAMS | 6120 |  | 6172 |  | 7779 |  |
| GAMS-Optimal Inv | 7011 | 14.6\% | 6717 | 8.8\% | 8297 | 6.7\% |
| GA | 7011 | 14.6\% | 6709 | 8.7\% | 8149 | 4.8\% |

## 6. Conclusions

The model described in this paper integrates the three levels of decisions in the supply chain, by adding a strategic level component into a recently published inventory-routing model. This integration does not pose a problem, thanks to the structure of the problem. This is due to the fact that incorporating the location decision is a mere consideration of whether a certain retailer will act as a distribution center The model is more realistic than previous models and captures real life circumstances more effectively. The numerical analysis shows that the location, allocation, inventory, and routing decisions are all affected by this integration. This model proved to show significant cost savings compared to the previous model.

Possible extensions include using multiple products, using varying shelf life time for products (depending of time of the year or temperature), and accounting for the cost of carbon emissions, which the authors are currently working on.

The genetic algorithm developed here efficiently solved medium and large instances. Solving this model using heuristics proved to be successful given the fact that exact methods do not solve very large instances in reasonable times. Different algorithm parameters have been enumerated and tested to optimize the performance of the procedure. The procedure is found to be within a small margin of errors when compared to the optimal solution for small-sized instances.

The GA is widely known and has been extensively studied. As such, many techniques and modifications can be applied to check their effectiveness on the overall performance of the algorithm. This includes trying different initialization procedures, different crossover and mutation operators and rates, and different local search heuristics. However, the GA is a search heuristic that depends on the survival of the fittest principle. The advantage of the GA is that it operates in a stochastic environment. Since models like the ones developed in this paper are highly constrained, the GA might lose this advantage. This suggests using a different search heuristic for such models. Examples of promising procedures include Ant Colony Optimization and Particle Swarm, among others.
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