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• FMRS algorithm for minimizing re-
sponse time on handling complex
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a b s t r a c t

Cloud computing uses scheduling and load balancing for virtualized file sharing in cloud infrastructure.
These two have to be performed in an optimized manner in cloud computing environment to achieve
optimal file sharing. Recently, Scalable traffic management has been developed in cloud data centers for
traffic load balancing and quality of service provisioning. However, latency reducing during multidimen-
sional resource allocation still remains a challenge. Hence, there necessitates efficient resource scheduling
for ensuring load optimization in cloud. The objective of this work is to introduce an integrated resource
scheduling and load balancing algorithm for efficient cloud service provisioning. The method constructs
a Fuzzy-based Multidimensional Resource Scheduling model to obtain resource scheduling efficiency in
cloud infrastructure. Increasing utilization of Virtual Machines through effective and fair load balancing
is then achieved by dynamically selecting a request from a class using Multidimensional Queuing Load
Optimization algorithm. A load balancing algorithm is then implemented to avoid underutilization
and overutilization of resources, improving latency time for each class of request. Simulations were
conducted to evaluate the effectiveness using Cloudsim simulator in cloud data centers and results
shows that the proposed method achieves better performance in terms of average success rate, resource
scheduling efficiency and response time. Simulation analysis shows that the method improves the
resource scheduling efficiency by 7% and also reduces the response time by 35.5 % when compared to
the state-of-the-art works.
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1. Introduction

In the field of information technology (IT), cloud computing
plays a vital role. Due to the distributed nature of computing, cloud
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computing environment is receiving greater attention in the area
of research communities. Cloud computing is an internet-based
computing model by Kaur and Luthra [1] that assists in efficient
sharing of the computing resources (hardware and software) or
services over a network with low cost. Cloud infrastructure en-
ables virtualized file sharing with the aim of developing efficient
load balancing and resource scheduling. Cloud users access the
resources and files stored on the server through virtualization. In
this scenario, an efficient resource scheduling and load balancing
remain the major part to be concentrated for efficient file sharing.

Most of the research works have been developed for resource
scheduling and load balancing in the cloud. For example, scal-
able traffic management (STM) in cloud was addressed using a
novel decomposition approach by Assi et al. [2]. With the help
of STM, the maximum link load was found to be reduced and
therefore ensuring load balancing between users in the network.
However, this approach was not suitable for multidimensional
resource scheduling. To address this issue, a scalable workload
driven partitioning scheme was presented by Ahirrao and Ingle
[3] aiming at improving the response time and throughput for
distributed transactions. Yet another work by Dhinesh Babu L.D.
et al. [4] provided an insight into task scheduling in cloud envi-
ronment using Honey Bee behavior. Honey bee behavior was used
to attain optimal machine utilization. Foraging behavior of honey
bees are employed to effectively balance the load across VM in a
cloud environment.

Cloud computing has received considerable amount of atten-
tion and is accepted as an ultimateway ofmanaging and improving
data utilization and resources and delivering various computing
and IT services. The performance and power constrained load
distributed methods were investigated by Cao et al. [5] to provide
new insights into data center optimization. However, resource
management remains unaddressed. In order to overcome this,
performance evaluation for resource management was performed
by Batista et al. [6] by ensuring quality of service.

A Long Term Evolution (LTE) algorithm was deliberate to pro-
vide green technology in smart grid by Hindia et al. [7]. How-
ever, integrity of virtual machine and overhead remained a major
concern. Therefore, [8] presented an Advanced Cloud Protection
System (ACPS) to reduce the overhead during file sharing.

Cloud computing is a new found technology delivering re-
sources and application program to cloud users. Hesabian and
Javadi [9] investigated a honey bee colony algorithm that involved
a group based on search solution, improving the scheduling effi-
ciency. However, load balancing remained unsolved. To solve this
issue, Energy efficient load balancing was designed by Abdulmoh-
son et al. [10] for virtual machine distribution across servers.

To improve the resource performance, a task scheduling heuris-
ticwas investigated by Singh and Bawa [11]. Game theoreticmech-
anisms were introduced by Rzadca et al. [12] using centralized
model. However, the major criteria called, task scheduling was not
addressed. Georgios L. Stavrinides et al. [13] introduced EDF, HLF
and LSTF algorithms to schedule multiple tasks in a homogeneous
distributed real-time system. The main objective of algorithm was
to achieve high quality (precise) results and provide guarantee for
all jobs which arrive in the system.

Under various circumstances, researchers have put forward
resource scheduling with load balancing algorithms. Agent based
load balancing algorithm was presented by Singh et al. [14] with
the aid of an autonomous model to provide dynamic load balanc-
ing for cloud environment. Though load balancing was ensured,
optimization was not said to be achieved. In order to overcome
this problem, [15], budget-driven scheduling algorithms were de-
signed using Global Greedy Budget (GGB) and Gradual Refinement
(GR) ensuring performance optimizations.

With the emergence of cloud infrastructure, there has been an
increasing trend toward geographically distributed data centers.

Therefore, energy efficient cloud servers and electricity prices are
both of highly importance in minimizing the energy cost. An on-
line scheduling algorithm was designed by Polverini et al. [16] to
optimize the energy cost and fairness among different organiza-
tions. Zhang et al. [17] presented K-Means Cluster algorithm that
dynamically adjusted the number of machines to reduce energy
consumption and delay. A Hyper Heuristic Scheduling algorithm
was designed Chun-Wei Tsai et al. [18] aiming at improving the
scheduling efficiency.

Load balancing is said to be one of the means through while
power optimization is achieved. Optimal power allocation and
load distribution were addressed [5] for multiple servers in cloud
using queuing system. Dynamic multi-server load balancing was
designed using an effective load balancing algorithm by Lin et al.
[19]. The work of Ferreira et al. [20] and Neto et al. [21] designed
an optimized load distribution algorithm to optimize data cen-
ter. For efficient data sharing, an object-centered approach using
novel highly decentralized information accountability framework
was designed by Sundareswaran et al. [22] improving scheduling
efficiency. Resource allocation in a heterogeneous manner was
discussed by Olivier Beaumont et al. [23] using greedy heuristic
method, ensuring throughput and cost.

Yet another scheduling and load balancing algorithm were de-
signed by Chitra Devi and Rhymend Uthariaraj [24] with the abil-
ities of all virtual machine (VM), the task length of all requested
job and interdependency of many tasks. Heterogeneous resources
were controlled by assigning tasks to suitable resources through
static or dynamic scheduling and increase the user satisfaction
level. However, security, one of the main issues in cloud remained
unaddressed. A secure method was planned by Zhongma Zhu et al.
[25] for key distribution without private communication channels.
A fine-grained access control was also said to be carried out with
any user in the group in the cloud and revokedusers failed to access
the cloud.

A workload balancing and resource management for Swift was
presented by Wang et al. [26] in distributed storage system on the
cloud. The workload monitoring and analysis algorithms were de-
signed for evaluating overloaded and underloaded nodes. Resource
Reallocate Algorithm was made to control the virtual machines on
cloud. Resource Scheduling of Cloud Based on Improved Particle
Swarm Optimization Algorithm was intended by Wang et al. [27].
Depending on the features of cloud computing resources subject
to time and budget requirements of users, scheduling model of re-
sourcewith particle swarmoptimization algorithmwere designed.

The maximum resource utilization and minimum processing
time are the main concern in the cloud infrastructure. These kinds
of issues are addressed by introducing Fuzzy-based Multidimen-
sional Resource Scheduling and Queuing Network (F-MRSQN)
method in cloud services. In the proposed F-MRSQN method,
fuzzy-based scheduler helps to minimize the response time of
arriving job submissions. The efficiency of resource scheduling is
enhanced by performing fuzzy-based multidimensional resource
scheduling. The aim of load balancer is to enhance the resource
scheduling efficiency and average success rate of the job allocation
process. The Fuzzy-based Multidimensional Resource Scheduling
is developed with Fuzzy Square inferences subject to maximum
resource utilization and minimum processing time and designs
an algorithm Multidimensional Queuing Load Optimization. The
contribution of the research work is illustrated as follows.

• Fuzzy-based Multidimensional Resource Scheduling (MRS)
algorithm is proposed with Fuzzy Square inference that as-
sociates cloud user query based on the fuzzy rule, therefore
minimizing response timewhile handling the complex query.

• A novel multidimensional queuing network model is imple-
mented for load balancing in cloud infrastructure. It can ef-
fectively improve resource scheduling efficiency and average
success rate usingMultidimensional Queuing Load Optimiza-
tion algorithm.
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• Finally, with the design of Fuzzy-based Multidimensional
Resource Scheduling and Queuing Network (F-MRSQN), effi-
cient data sharing in a cloud environment is achieved reduc-
ing the computational complexity.

The rest of the paper is organized as follows. Section 2 defines
the problem and presents the system overview with the aid of
block diagram and the technical details of the proposed F-MRSQN
method. Section 3 describes the simulation setup and performance
evaluation is provided in Section 4. Finally, Section 5 concludes the
paper.

2. Fuzzy-based multidimensional resource scheduling and
queuing network in cloud data centers

One of the most primary services offered by cloud providers is
file sharing on dynamic cloud environment. In order to improve
the resource scheduling efficiency and response time for cloud
users, a new simple method called Fuzzy-based Multidimensional
Resource Scheduling and Queuing Network (F-MRSQN) is devel-
oped in cloud data centers. The structural framework of F-MRSQN
is shown in Fig. 1.

The F-MRSQNmethod includes three stages to beperformedbe-
tween the users and the servers in cloud environment: (1) obtains
incoming requests from the cloud users, (2) online Fuzzy-based
Multidimensional Resource Scheduling by resource manager, (3)
perform load optimization using Multidimensional Queuing Net-
work.

As shown in Fig. 1, the F-MRSQNmethod acquires the incoming
requests with the objective of maximizing resource utilization
and minimizing processing time based on vector. Next, a Fuzzy-
based Multidimensional Resource Scheduling is designed using
the trapezoidal fuzzification and fuzzy square inference aiming at
improving the resource scheduling efficiency. Finally, Multidimen-
sional Queuing Network is designed for the scheduled resources in
a queue structure for each classes reducing the response time.

2.1. Problem statement

Load balancing failed to reach the required level in cloud using
the existing STMmethod. On the other hand, using SWDP, average
success ratewas not achieved easily. Both the exitingmethods con-
sumemore amount of time for resource scheduling. The issues that
remainunaddressedwere scheduling efficiency, response time and
load balancing. In order to overcome such types of issues in existing
methods, F-MRSQN method is proposed in cloud environment by
achieving better performance.

2.2. System model

In the proposed method, the scheduling algorithm is in charge
of allocating the multidimensional resources (i.e. CPU, Memory
and Bandwidth) from different cloud service providers ‘CSP =

CSP1, CSP2, . . . , CSPn’ to the cloud users ‘CU = CU1, CU2, . . . , CUn’
in the cloud environment. Let ‘VM = VM1, VM2, . . . , VMm’ be the
set of ‘m’ virtual machines that process ‘n’ tasks (i.e. files) denoted
by the set ‘S = S1, S2, . . . , Sn’ that are running in parallel.

Let us further assume that the dimension of the resources be
‘d’, then each provider’s (i.e. cloud service providers) resources is
expressed in the form of a vector ‘−→ca = c1a , c

2
a , . . . , c

d
a ’, in which

‘cda ’ corresponds to the ‘dth’ dimensional resource that the cloud
service provider ‘a’ has with it. Therefore the resource consump-
tion by application ‘b’ when executed on a cloud service provider
‘a’ is expressed as follows.
−→
Rab =

(
R1
ab, R

2
ab, . . . , R

d
ab

)
(1)

Table 1
Linguistic variable and their specifications.

Fuzzy linguistic
variables (In = A)

Fuzzy linguistic states Meaning

Inputs

Bandwidth (BW )
Low ‘L’
Medium ‘M ’
High ‘H ’

Memory (Mem)
Small ‘S’
Medium ‘M ’
Large ‘La’

CPU
Low ‘L’
Medium ‘M ’
High ‘H ’

Output
Data center
resource
scheduling (ρ = B)

Low ‘L’
Moderate ‘M ’
High ‘H ’

From Eq. (1) ‘
−→
Rab’, corresponds the resource being consumed

by ‘a’ cloud service provider for an application ‘b’. Therefore, the
resource scheduling problem is formulated as given below.

Max
n∑

a=1

m∑
b=1

Rab

Subject to
n∑

a=1

m∑
b=1

−→
Rab <

−→ca (2)

From Eq. (2), ‘Rab’, corresponds to single resource being con-
sumed by a ‘a’ cloud service provider for an application ‘b’. From
(2), the F-MRSQN is seen as a multidimensional resource schedul-
ing problem where different applications ‘b’ assigned by different
cloud service providers ‘a’. Let ‘PTij’ represents the processing time
for assigning a resource (i) ‘R’ to virtual machine (j) ‘VM ’ is being
defined as follows.

PTij =

{
1, if R is assigned to VM
0, Otherwise

(3)

Therefore the linear programming model with minimum pro-
cessing time for assigning a resource ‘R’ to virtual machine ‘VM ’ is
expressed as given below.

Min =

n∑
i=1

m∑
j=1

PTijPij

Subject to Pij, where i = 1, 2, . . . , n and j = 1, 2, . . . ,m (4)

2.3. Fuzzy-based multidimensional resource scheduling

With the objective of maximum resource utilization and min-
imum processing time, scheduling of resources according to user
requests in a parallel fashion and load balancing of the scheduled
resources is the problem to be solved in this paper. In order to solve
this problem (i.e. maximum resource utilization and minimum
processing time), this proposes a scheduling algorithm based on
the hybrid Fuzzy MRS algorithm and Multidimensional Queuing
Network in cloud infrastructure. The following part of this sec-
tion presents Fuzzy-based Multidimensional Resource Scheduling
(MRS) algorithm, which contains the fuzzification and defuzzifica-
tion model, fuzzy inference and fuzzy rule.

To establish the fuzzy model, the F-MRSQN method initially
obtains the input and output variables. There are three linguistic
variables ‘In’, Bandwidth,Memory andCPUandone output variable
‘ρ’ which represents the efficient resource scheduling. The linguis-
tic variables for the F-MRSQN method are denoted in Table 1 and
are expressed as below.

In → {BW ,Mem, CPU};
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Fig. 1. Block diagram of the F-MRSQN.

BW → {L,M,H} ; Mem → {S,M, La} ; CPU → {L,M,H} (5)

Once the input linguistic variables and output variables are
determined, the next step in the F-MRSQN method is to apply a
trapezoidal fuzzification function for each input linguistic variables
to present an associate observation. With the help of fuzzification,
the real scalar value is changed into a fuzzy value. The trapezoidal
fuzzification function used in F-MRSQN method is expressed as
given below.

fd: {BW ,Mem, CPU} → R (6)

From Eq. (6), ‘R’ denotes the fuzzy sets with the trapezoidal
fuzzification function ‘fd’ for the multidimensional resources
‘BW ,Mem, CPU ’ to be scheduled in cloud environment. With the
resultant trapezoidal fuzzification, the F-MRSQNmethodmeasures
the fuzzy inferences using fuzzy square (Fig. 2).

In the proposed method, with the input being ‘In’ and output
being ‘ρ’, the fuzzy inference using fuzzy square is expressed as
given below.

If In = A then ρ = B (7)

From Eq. (7), ‘A’, ‘B’ represents the fuzzy numbers selected from
the set of numbers and their linguistic states obtained fromTable 1.
From Eq. (7), ‘A’ represents the linguistic variables as ‘In’ and ‘B’
represents the data center resource scheduling ‘ρ ′.

Finally defuzzification is performed in the F-MRSQN method
that finds a single number compatible with membership function
that forms the output in defuzzification process. The F-MRSQN
method uses a centroid method to transform the output values of
fuzzy inferences expressed as fuzzy set and is as given below.

Fuzzy set (y) =
µA (y) ydx
µA (y) dx

(8)

From Eq. (8), let ‘µA (y)’ be the corresponding aggregatedmem-
bership function, and let ‘YL’ be the low ‘y’ value, attain mini-
mum data center resource scheduling efficiency ‘ρ’, or ‘YM ’ be the
medium ‘y’ value, attain medium data center resource scheduling
efficiency ‘ρ’ or ‘YH ’ be the high ‘y’ value, attain high data cen-
ter resource scheduling efficiency ‘ρ’. Algorithm 1 given below
provides the Fuzzy-based Multidimensional Resource Scheduling
algorithm.

As given in the Algorithm 1, the Fuzzy-based MRS algorithm
obtains the input parameters. The parameters needed to be settled
include the number of cloud users to be assignedwith the required
resources, the available cloud servers and the input linguistic vari-
ables bandwidth, memory and CPU respectively. In step 2 for each
cloud user their requirement for resources is analyzed by the
resource manager with the objective of efficient resources to be
scheduled in the cloud environment. In step 3, different linguistic
input variables are obtained from the cloud user, followed by
which fuzzification is performed. Next, fuzzy square inference is
obtained through which the defuzzification is processed to mea-
sure the resource scheduling efficiency and therefore the data
center utilization.

From the above example, the requirement of 5 cloud users are
2 users with small memory, 2 users with low CPU and 1 user with
low bandwidth. The available resources in the cloud environment
with 5 users being assigned with resources, 1 user assigned with
requested memory and 2 users assigned with requested CPU.

The following steps are performed to conduct an experiment
using Cloudsim Simulator. The first step is to set up the number
of cloud users ‘CU ’ for the current simulation. This cloud user
‘CU ’ count is directly proportional to a number of cloud service
providers in the current simulation. The next step involved is
the initialization of the simulation, provided with current time,
number of cloud users, and establishing linguistic variables for
different resources. The third step involved is the creation of data
center and the fourth step creates a data center broker by ob-
taining fuzzification function for scheduling the multidimensional
resources BW ,Mem, CPU in cloud environment. Whereas fifth step
then creates a virtual machine(s) obtain fuzzy square inference
by the input interference ‘ln’ and output ‘ρ’. Then the sixth step
is the submission of virtual machine to data center broker. The
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Fig. 2. Fuzzy square-based fuzzy inferences.

seventh step involves the submission of cloudlets to data center
broker that performs centroid defuzzification for efficient resource
scheduling continued with the eighth step to start the simulation.
Upon completion of the process, the ninth step, send call to Stop
Simulation. Finally, the tenth step prints the final status of the
Simulation.

2.4. Multidimensional queuing network

Based on observations from previous sections, for each user
requests, a multidimensional queuing network model for load
balancing in cloud infrastructure is presented for the scheduled re-
sources. The multidimensional queuing network (MQN) model al-
lows considering different classes of requests of resources
(i.e. Bandwidth, Memory and CPU) from several cloud users aiming
at optimizing the load in cloud infrastructure.

The MQN model of a cloud server consists of ‘R’ resources and
‘C ’ different classes of cloud user requests. In aMQNmodel, let ‘CSS’

be an aggregate cloud server state which describes the cloud user
requests from each class for each resource. Then the cloud server
state, ‘CSS = (z1, z2, . . . , zn)’ where each ‘zR (R = 3 in our proposed
method)’ is represented by a vector ‘zR = (nR1, nR2, . . . , nRm)’, with
‘nRm’ being the total number of cloud users requests in class ‘m’
at resource ‘R’. Therefore the resource utilization rate ‘UtilR (t)’ is
the product of total demands of one class of user requests at time
interval ‘λRj(t)’and the demand ‘DemRs’ that is expressed as below.

UtilR (t) = DemRm ∗ λRm(t) (9)

The maximum utilization of each resource must be less than
Resource Threshold Factor ‘RTF ’, so we have (as given in Eq. (10))

Max(DemRm ∗ λRm(t)) ≤ RTF (10)

From Eq. (10), the condition states that, no resourcewill receive
more user requests than it can handle. With this, the average
latency of a cloud server for every class of user request is computed
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as follows:

LTR = LTRm (t) (11)

=

n∑
j=1

DRj

1 − UtilR(t)

From Eq. (11), ‘LTR’, represent the average latency time of class
‘m’, with resources being ‘R’. Also the average latency time for
all classes of user requests in cloud infrastructure is evaluated as
follows:

LT =
LTR (t) ∗ λR (t)

λR (t)
(12)

As it can be seen in above mentioned analysis, for a cloud
server model one queue for CPU resource, one queue for memory
and one queue for bandwidth, the resource utilization ‘UtilR (t)’
and average latency time for each class of cloud user requests,
‘LTR’, is determined based on the number of cloud user requests
at time ‘λR (t)’. In this way, load is said to be optimized for the
resources being scheduled. Algorithm 2 given below provides the
Multidimensional Queuing Load Optimization algorithm.

As shown in the above Algorithm 2, for each cloud user, the
MQLO algorithm measures the resource utilization rate, if it sat-
isfies the resource requirement of the cloud users. Followed by
this, the average processing time of a cloud server and all cloud
servers in the data center is evaluated. Accordingly, the allocation
of resources is being performed ensuring load optimization.

The above said algorithm is then simulated using Cloudsim
simulator and is as given below. The first step is to set up the
number of cloud users ‘CU’ for current simulation, this cloud user
‘CU’ count is directly proportional to number of cloud service
providers in the current simulation. Next step involved in Multidi-
mensional Queuing LoadOptimization algorithm is initialization of
the simulation, providedwith current time, number of cloud users,
and establishing linguistic variables for different resources. It helps
for the building of data center and it creates a Data center broker
formeasuring resource utilization rate in cloud environment in the
second step. After that, the algorithmdevelops aVirtualMachine(s)
for the submission to Data center broker. The fourth step involves
submission of Cloudlets to Data center broker by checking a condi-
tion If(Max [(Dem)]_Rm* λ_Rm (t) ≤RTF), measuring average pro-
cessing time of a cloud server and measuring average processing
time of all cloud servers. The fifth step is to starts the simulation
for completion of the process, the ninth step send call to the virtual
machine(s) to stop simulation. Finally, the algorithm prints final
status of the simulation.

3. Experimental settings

Fuzzy-basedMultidimensional Resource Scheduling and Queu-
ing Network (F-MRSQN) is used in cloud data centers is imple-
mentedusing JAVA language toperformsimulationwork. Cloudsim
simulator uses Amazon Dataset to simulate different parameters.
Number of user requests considered for experimentation ranges
from 5 to 35.

The Cloudsim goal is to provide a global and extensible simula-
tion framework that compares the proposed Fuzzy-based Multidi-
mensional Resource Scheduling and Queuing Network (F-MRSQN)
in cloud data centers with the existing Virtual Local Area Net-
work (VLAN) [2] towards scalable traffic management in cloud
and the Scalable Workload Driver Partitioning (SWDP) [2] in cloud
environment. Simulation is conducted to measure and evaluate
performance of F-MRSQN method with factors such as average
success rate, resource scheduling efficiency and response time for
varying user requests in cloud environment.

Fig. 3. Graph for User requests (n) Vs Average Success Rate (%).

Proposed Fuzzy-based Multidimensional Resource Scheduling
and Queuing Network (F-MRSQN) in cloud data centers is com-
pared with existing Virtual Local Area Network (VLAN) towards
Scalable Traffic Management (STM) developed by Assi et al. [2]
and Scalable Workload Driven Partitioning (SWDP) developed by
Ahirrao and Ingle [3]. Performance factors are analyzed with the
help of graphs.

4. Results and discussion

To demonstrate the effectives of Fuzzy-basedMultidimensional
Resource Scheduling and Queuing Network (F-MRSQN), experi-
ments are conducted and results analyzed with discussions pro-
vided on three metrics, average success rate, resource scheduling
efficiency and response time.

4.1. Impact of Average Success Rate

Average Success Rate (ASR) is the ratio of number of users’
requests addressed by virtual machine grid through the resource
manager at a particular time in cloud environment. Average suc-
cess rate is mathematically formulated as follows.

ASR =
No. of user requests addressed by virtual machine grid

Total no. of user requests
∗100

(13)

From Eq. (13), average success rate ‘ASR’ is measured with
respect to number of cloud user requests. It is measured in terms
of percentage (%). If average success rate is high, then the method
ensures optimal resource scheduling.

Fig. 3 shows average success rate in terms of number of user
requests in cloud infrastructure for proposed F-MRSQN method
and existing methods such as STM by Assi et al. [2] and SWDP by
Ahirrao and Ingle [3]. The average success rate is measured while
sharing files on cloud infrastructure. Number of user requests is
varied in the range from 5 to 35 for simulation purpose. It is
clear that average success rate is reduced for all methods with
the increase in number of user requests. But proposed F-MRSQN
method achieves better performance on average success ratewhen
compared to existing methods.

In order to improve the average success rate, F-MRSQNmethod
uses Fuzzy-based Multidimensional Resource Scheduling that al-
locates resources according to trapezoidal fuzzification function.
The Trapezoidal fuzzification function performs efficient multi-
dimensional resource allocation. Additionally F-MRSQN method
derives fuzzy square-based inferences that are related to human
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thinking by using linguistic terms. As a result, optimum outputs
are obtained close to the target output (i.e. average success ratio).
Hence F-MRSQN method increases average success rate by 6%
when compared to existing STM by Assi et al. [2] and 12% when
compared to SWDP by Ahirrao and Ingle [3] respectively.

4.2. Impact of resource scheduling efficiency

Resource scheduling efficiency is defined as ratio of the number
of resources is scheduled based on user request to the total number
of resources in cloud. Resource scheduling efficiency is mathemat-
ically formulated as follows.

Resource Scheduling Efficiency

=
No. of resources are scheduled

Total no. of resources
∗ 100 (14)

Resource scheduling efficiencymeasured in proposed F-MRSQN
method ensures better performance for cloud users by using Max
Min Fuzzy inference algorithm. The resource scheduling efficiency
is measured in terms of percentage (%). If resource scheduling
efficiency is high, then the method is said to be more efficient.

To explore the influence of resource scheduling efficiency on
F-MRSQN method with the help of Fuzzy-based Multidimensional
Resource Scheduling algorithm, the simulations were performed
by varying the cloud users in Fig. 4. It also shows that with the
application of Fuzzy-based MRS algorithm it extensively provides
competitive results compared to the state-of-the-art methods,
namely STM by Assi et al. [2] and SWDP by Ahirrao and Ingle
[3]. The resource scheduling efficiency using F-MRSQN method
increases with the increase in the number of cloud users and
file densities comparatively performs better than the state-of-the-
art methods. This is because the aggregated membership func-
tion using F-MRSQN method schedules all user resources based
on the cloud user request. Also the data center with high re-
source scheduling efficiency is consideredwith the help of centroid

Fig. 4. Comparison of resource scheduling efficiency Vs F-MRSQN, STM and SWDP.

method. This in turn improves the resource scheduling efficiency
by 6% compared to STM by Assi et al. [2] and 7% compared to SWDP
by Ahirrao and Ingle [3] respectively.

4.3. Impact of response time

Response time is defined as time utilized to respond by aMQLO
algorithm in a distributed manner while scheduling the resources
in cloud. The mathematical formulation of response time is given
below.

RT = n ∗ time(respond for user request) (15)

From Eq. (15), response time ‘RT ’ is measured by time taken for
responding the user request ‘time(respond for user request)’ by the
algorithmwith respect to number of users’ requests ‘n’ for availing
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Fig. 5. Graph for User requests (n) Vs Response time (ms).

resources. If response time is low, then the method is said to be
more efficient. It is measured in terms of milliseconds (ms).

Fig. 5 shows the performance of response time calculated using
proposed F-MRSQN method and compared with existing methods
namely STM by Assi et al. [2] and SWDP by Ahirrao and Ingle [3].
Number of user requests is varied in the range from 5 to 35 for
simulation purpose. It is clear that response time gets increased
for all methods with the increase in number of user requests.
But proposed F-MRSQN method achieves better performance on
response time when compared to existing methods.

From Fig. 5, it is clear that response time is reduced gradually
for proposed F-MRSQN method when compared to other existing
methods. This efficient reduction on response time is achieved us-
ing Multidimensional Queuing Load Optimization algorithm. Both
average processing time of a cloud server and average processing
time for all cloud servers are calculated simultaneously to satisfy
load balancing based on file density. In addition, resource utiliza-
tion is also checked based on resource threshold factor and pro-
vides optimum result by preventing resource requirement greater
than threshold factor. Hence response time is reduced in proposed
F-MRSQN method by 26% when compared to existing STM by Assi
et al. [2] and 45%when compared to SWDP by Ahirrao and Ingle [3]
respectively.

5. Conclusion

In this paper, Fuzzy-basedMultidimensional Resource Schedul-
ing and Queuing Network (F-MRSQN) method is proposed for
efficient scheduling of resources and optimizing the load for each
cloud user requests with the efficient evolution of data center.
The main objective of this proposed method is the utilization
of effective integrated scheduling and load balancing algorithm
subject to maximum resource utilization and minimum process-
ing time in cloud environment. For coarser construction on user
requests, resource scheduling efficiency is improvedbyperforming
the Fuzzy-based Multidimensional Resource Scheduling in pro-
posed F-MRSQN method. Then, with the efficient resource be-
ing scheduled between the cloud users, comparable services with
minimum response time based on the resources being utilized.
Followed by this with the application ofmultidimensional queuing
network, efficient balancing of loads on scheduled resources is said
to be achieved, therefore enhancing the average success rate for
each cloud user requests. The effectiveness of F-MRSQNmethod is
estimated by attaining simulation results for testing the average
success rate and resource scheduling efficiency and response time.
The simulation is carried out for different parameters such as
average success rate, resource scheduling efficiency and response

time. The results show that F-MRSQN method provide better per-
formance with an improvement of average success ratio by 9% and
reduce the response time by 20% compared to existing methods.
With several information and computation intensive applications
on cloud environment, intermediate sharing of data and informa-
tion is becoming an important research area. Privacy preserving
for intermediate sharing of data and information is one of salient
yet demanding research issues, and needs in-depth consideration.
With the contributions of this paper, we are planning to further
investigate privacy-aware efficient resource scheduling with load
balancing of intermediate data and information in cloud by taking
privacy preserving as a metric together with other metrics such as
average success ratio and response time.
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