
ScienceDirect

Available online at www.sciencedirect.com

Procedia Computer Science 127 (2018) 1–6

1877-0509 © 2018 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/). Selection and 
peer-review under responsibility of International Neural Network Society Morocco Regional Chapter.
10.1016/j.procs.2018.01.091

10.1016/j.procs.2018.01.091

© 2018 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/). Selection and 
peer-review under responsibility of International Neural Network Society Morocco Regional Chapter. 

1877-0509

 
 

Procedia 
Computer 
Science  Procedia Computer Science  00 (2009) 000–000 

www.elsevier.com/locate/procedia 
 

The First International Conference On Intelligent Computing in Data Sciences 

Performance evaluation of intrusion detection based on machine 
learning using Apache Spark 

Mustapha Beloucha,*, Salah El Hadaja, Mohamed Idhammadb 
aFaculty of Science and Technics, Cadi Ayyad University, Marrakech, Morocco 

bFaculty of Science, Ibn Zohr University, Agadir, Morocco 

 

Abstract 

Nowadays, network intrusion is considered as one of the major concerns in network communications. Thus, the developed network 
intrusion detection systems aim to identify attacks or malicious activities in a network environment. Various methods have been 
already proposed for finding an effective and efficient solution to detect and prevent intrusion in the network, ensuring network 
security and privacy. Machine learning is an effective analysis framework to detect any anomalous events occurred in the network 
traffic flow. Based on this framework, the paper in hand evaluates the performance of four well-known classification algorithms; 
SVM, Naïve Bayes, Decision Tree and Random Forest using Apache Spark, a big data processing tool for intrusion detection in 
network traffic. The overall performance comparison is evaluated in terms of detection accuracy, building time and prediction time. 
Experimental results on UNSW-NB15, a recent public dataset for network intrusion detection, show an important advantage for 
Random Forest classifier among other well-known classifiers in terms of detection accuracy and prediction time, using the complete 
dataset with all 42 features. 
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1. Introduction 

Intrusion is defined as a set of activities that violates security objectives. In general, an intrusion detection system 
(IDS) must analyze the network traffic and immediately warn of potential threats. When any malicious intrusion or 
attack is manifest in a network, computers and information systems may suffer serious consequences when defined 
computer security policies are violated. Various security strategies have been employed over the years to safeguard 
networks. The firewall is considered as a basic packet filter; however, it has been proved that is not sufficient in 
providing a secure network environment. Intrusion detection working in conjunction with a firewall may provide an 
improved and safer network. In the literature, many IDSs have been developed via the implementation of various 
techniques derived from different disciplines including statistical methods, AI techniques, and more. Some IDSs are 
based on single-classification techniques, while others (hybrid/ensemble) include more than one classification 
techniques. Ensemble based IDSs present many advantages over the single classification IDS. Many works have 
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proposed different ensembles for ID, primarily through the exploitation of different characteristics of weak classifiers 
and datasets. 

IDS are categorized by misuse and anomaly strategies. The misuse approach seeks known attacks referred to as 
attack signatures, while the anomaly approach is based on normalcy models, where any significant deviation from 
these reference models indicates a potential threat. However, both approaches suffer from a number of weaknesses. 
Misuse detection requires frequent updates of signatures to ensure ample detection, while anomaly detection presents 
a high false positive rate. Thus, the current challenge is to tackle these two shortcomings toward the provision of a 
solution with characteristics such as superior accuracy with low false positive rates. 

The solution of using multiple classifiers has been widely employed to solve various classification problems, 
including IDS [1, 2, 3]. These methods are based on feature representation, with an accurate voting system and 
weighting assignment that can improve the classification rate. Furthermore, in domains with huge data volumes, such 
as network traffic, available resources and computational time are greatly impacted. 

The purpose of this paper is to address the issue of low accuracy and prediction time in IDS. We employed multiple 
classifiers with different learning paradigms to evaluate different classifier model. The organization of this paper is as 
follows: The majority of Section 2 discusses the background and related works. Section 3 presents the various 
classification techniques and dataset employed in this work, and Section 4 provides experimental results and a 
discussion on the findings. Finally, Section 5 concludes the paper. 

2. Related Work  

Several research papers describing the use of machine learning methods for anomaly detection have reported the 
attainment of a very high detection rate of 98%, while the false positive rate was less than 1% [4]. However, when 
surveying state-of-art IDS solutions and commercial tools, there is no evidence for the utilization of anomaly detection 
approaches, presumably because experts still consider anomaly detection to be an immature technology. To discover 
the reason for this contrast [5] concentrated studies on the details of the research done in anomaly detection were 
considered from different angles, for example learning and detection approaches, training data sets, testing data sets, 
and evaluation methods. These studies indicated that there are some issues in the KDDCUP’99 data set [6], which is 
broadly used as one of the rare publicly accessible data sets for network based anomaly detection systems. 

The primary critical deficiency in the KDD data set was the enormous number of redundant records. Approximately 
78% and 75% of the train and test set records, respectively, are duplicated in KDD [5]. These redundant records in 
the train set cause learning algorithms to be one sided toward the more frequent records, and prevent it from learning 
infrequent records, which are typically more damaging. On the other hand, the presence of these redundant records in 
the test set causes the evaluation results to be biased by the methods that have better detection rates on the frequent 
records [5]. New NSL-KDD datasets were generated in order to solve the issues of the original KDD dataset [5], with 
new train and test sets (KDDTrain+ and KDDTest) consisting of selected records of the complete KDD data set. This 
new version of the KDD data set (NSL-KDD) is publicly available for researchers [7]. According to Tavallaee et al. 
and McHugh, the major disadvantage of NSL-KDD is that it does not represent actual existing networks and associated 
attack scenarios [8, 5]. 

On the other hand, the combination of classifiers for IDS has been an effective research area for several years, and 
many research studies have concentrated on dealing with improving the accuracy of the proposed model. The most 
popular classifiers were the meta classifiers: Boosting, Bagging, and Stacking. Several classification techniques and 
machine learning algorithms have been tested by Choudhury and Bhowal to categorize network traffic, and out of 
several classifiers they concluded that Random Forest and BayesNet were suitable for intrusion detection, particularly 
when using the Boosting method [9]. A network anomaly detection strategy using an ensemble of three-based 
classifiers (C4.5, Random Forest, and CART) and Particle Swarm Optimization (PSO) for feature selection was 
proposed, which showed promising detection accuracy and a lower positive rate in contrast to existing ensemble 
techniques [10]. 

In 2015, Moustafa et al. generated a new dataset UNSW-15 in order to counter the unavailability of network 
benchmark data set challenges [11]. This data set contained a fusion of actual modern normal network traffic and 
contemporary synthesized attack activities thereof. The authors were able to find only one paper that described the 
use of different existing machine learning classifiers to evaluate complexities in terms of accuracy and false positive 
rate algorithms on the UNSW-15 dataset [12]. The results indicated that the Decision Tree classifier accomplished the 
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highest accuracy of 85.56% and the lowest FAR at 15.78% compared to other classifiers (e.g., Logistic Regression, 
Naive Bayes, Artificial Neural Network, Expectation-Maximization Clustering). However, the UNSW-NB15 dataset 
was considered as complex and may be used to evaluate existing and novel methods of Network Intrusion Detection 
Systems [10]. 

3. Description of Dataset and Classification Techniques 

3.1. UNSW-NB15 Data Set 

 As mentioned earlier, the UNSW-NB15 data set was created at the Cyber Range Lab of the Australian Centre for 
Cyber Security (ACCS) using the AXIA Perfect Storm tool to create a hybrid of modern normal and abnormal network 
traffic [10]. This data set included 49 features and nine attack families: Fuzzers, Analysis, Backdoors, DoS, Exploits, 
Generic, Reconnaissance, Shellcode, and Worms. 

The UNSW-NB15 dataset was decomposed into two partitions the training and the testing sets, including 175,340 
and 82,000 records respectively. The two partitions are available online [13] for research purposes. 

3.2. Support Vector Machine 

The Support Vector Machine (SVM) is a classification method introduced in 1992 by Boser, Guyon, and Vapnik 
[23]. The SVM classifier is widely used due to its high accuracy, ability to deal with high-dimensional data. the SVM 
training algorithm aims to find a hyperplane that separates the dataset into a discrete predefined number of classes in 
a fashion consistent with the training examples. The term optimal separation hyperplane is used to refer to the decision 
boundary that minimizes misclassifications, obtained in the training step [24]. 

3.3. Random Forest & decision tree 

Decision trees are developed by recursive partitioning [17, 20]. A univariate split is selected for the root of the tree 
according to some criterion, and the process repeats recursively. This process known as pruning, which decreases the 
tree size, is performed once a full tree has been built [16]. The most popular representative of decision trees is C4.5. 

The random forest is an ensemble learning method for unpruned classification, regression or other tasks, that 
consists of building multiple decision trees [18]. A bootstrap sample of the original data subsets is utilized to construct 
multiple decision trees (Forest). Each tree in the forest gives a decision about the class of the new object that needs to 
be classified. The class which obtains the most votes for the object is selected by the forest.  

3.4. Naïve Bayes 

The Naive Bayes algorithm is an intuitive method that uses Bayes rule to compute the probabilities of each attribute 
belonging to each class to make a prediction [14, 15]. It simplifies the calculation of probabilities by assuming that 
the attributes are independent, given the label of all other attributes. Numerous studies have shown that Naive Bayes 
algorithms were unexpectedly accurate for classification tasks, albeit only with small databases. For some larger 
databases, the accuracy of decision trees was better than Naive Bayes [16]. 

3.5. Apache Spark  

Apache Spark is a cluster computing platform designed to be fast [21], Spark extends the popular MapReduce 
model to efficiently support more types of computations, including interactive queries and stream processing. Speed 
is important in processing large datasets, as it means the difference between exploring data interactively and waiting 
minutes or hours. One of the main features Spark offers for speed is the ability to run computations in memory, but 
the system is also more efficient than MapReduce for complex applications running on disk. Spark is also designed to 
cover a wide range of workloads that previously required separate distributed systems, including batch applications, 
iterative algorithms, interactive queries, and streaming. By supporting these workloads in the same engine, Spark 
makes it easy and inexpensive to combine different processing types, which is often necessary in production data 
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multiple decision trees (Forest). Each tree in the forest gives a decision about the class of the new object that needs to 
be classified. The class which obtains the most votes for the object is selected by the forest.  

3.4. Naïve Bayes 

The Naive Bayes algorithm is an intuitive method that uses Bayes rule to compute the probabilities of each attribute 
belonging to each class to make a prediction [14, 15]. It simplifies the calculation of probabilities by assuming that 
the attributes are independent, given the label of all other attributes. Numerous studies have shown that Naive Bayes 
algorithms were unexpectedly accurate for classification tasks, albeit only with small databases. For some larger 
databases, the accuracy of decision trees was better than Naive Bayes [16]. 

3.5. Apache Spark  

Apache Spark is a cluster computing platform designed to be fast [21], Spark extends the popular MapReduce 
model to efficiently support more types of computations, including interactive queries and stream processing. Speed 
is important in processing large datasets, as it means the difference between exploring data interactively and waiting 
minutes or hours. One of the main features Spark offers for speed is the ability to run computations in memory, but 
the system is also more efficient than MapReduce for complex applications running on disk. Spark is also designed to 
cover a wide range of workloads that previously required separate distributed systems, including batch applications, 
iterative algorithms, interactive queries, and streaming. By supporting these workloads in the same engine, Spark 
makes it easy and inexpensive to combine different processing types, which is often necessary in production data 
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analysis pipelines. In addition, it reduces the management burden of maintaining separate tools. 

4. Experiments and Result Analysis  

The latest Big Data Processing Tool: Apache Spark and its MLlib [22] library are used for experiment and result 
analysis. In the experiments, four well-known machine learning algorithms are used, namely Naïve Bayes, Decision 
Tree, and Random Forest are used for performance evaluation. 

  
The classification measures are four elements: TP, TN, FP and FN. First, TP (true positive) is the number of 

correctly classified attacks. Second, TN (true negative) is the number of correctly classified normal records. Third, FP 
(false positive) is the number of misclassified attacks. Finally, FN (false negative) denotes the number of misclassified 
normal records. The accuracy is the percentage of the correctly classified records over all the rows of the data set, 
whether correctly or incorrectly classified, as reflected in the following Equation: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = ()*(+
()*(+*,)*,+

 (1) 
 

Sensitivity: It is also called true positive rate. It is used to measures the proportion of positives that are correctly 
identified as such. 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐴𝐴 = ()
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Specificity: It is also called true negative rate. It is used to measures the proportion of negatives that are correctly 
identified as such. 

𝑆𝑆𝑆𝑆𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆𝐴𝐴 = (+
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4.1. Result Analysis  

In this section, we discuss the result analysis of the classification based intrusion detection schemes. Performance 
is evaluated using UNSW-NB15 dataset.  

In this experiment, we have compared the performance of four intrusion detection schemes which is designed based 
on well known classifiers: Naïve Bayes, Support vector machines, Decision Tree and Random forest in order to detect 
the attack in network traffic. Results are listed in Table 1. It is observed from table 1 that Random Forest classifier 
perform better than all the remaining classifiers in terms of sensitivity. This is due to fact that it gets 93.53% sensitivity 
followed by Decision Tree with 92.52%. Naïve Bayes and SVM have almost same sensitivity with values 92.46% and 
92.13%. 

Tableau 1. COMPARISON OF DIFFERENT INTRUSION DETECTION METHODS using UNSW-NB15 dataset 

Methods Accuracy Sensitivity  Specificity Training Time Prediction Time 

SVM 92.28 92.13 91.15 38.91 0.20 

Naïve Bayes 74.19 92.16 67.82 2.25 0.18 

Decision Tree 95.82 92.52 97.10 4.80 0.13 

Random Forest 97.49 93.53 97.75 5.69 0.08 

 
From the Table 1, it is observed that specificity for the Random Forest and Decision Tree based schemes are almost 

same with 97.75% and 97.10% respectively. However, specificity for SVM based scheme is about 91.15%. Naïve 
Bayes is the least ranked amongst all the classifiers in terms of Specificity. However, Naïve Bayes based scheme 
perform poor in terms of specificity amongst all the schemes. Among the all classifiers, Random Forest perform better 
in terms of accuracy with 97.49% and the accuracy of the Naïve Bayes based scheme is lower among the all schemes 
with 74.19%. 

Naïve Bayes is fastest of all classifier methods to train, with a training time of just 2.25 seconds. On the other hand, 
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SVM is highest classification method used among all the four. SVM took a total of 38.91 seconds to train. Decision 
Tree is second most time efficient method as it took 4.80 seconds followed by Random Forest took almost 5.69 
seconds. 

Random Forest took the least time approximately 0.08 seconds and thus is the fastest detection scheme of all. 
Whereas SVM took highest time to predict with the maximum time of 0.20 seconds and thus become the slowest 
scheme of all the detection methods. Decision Tree ranks the second fastest scheme with approximately 0.13 seconds 
to predict, followed by Naïve Bayes with 0.18 seconds. 

 

5. Conclusion  

In this paper, we evaluated the performance of different classification algorithms in order to find the classifier 
model with the best classification accuracy and at the same time with less execution time. The UNSW-NB15 dataset, 
a recent public dataset for Network Intrusion Detection Systems, was employed to evaluate the performance of 
different detection algorithms using Apache Spark. The task of the detection algorithm was to classify whether the 
incoming network traffic was normal or an attack, based on all features that described every pattern of network traffic. 
We concluded that Random Forest classifier gave the best performance in term of accuracy, sensitivity, specificity 
and execution time. Followed by Decision Tree and Naïve Bayes gave at the worst detection accuracy with 74.19%. 
In future work we aim to reduce the training and detection time, by applying feature selection techniques in order to 
reduce the number of features used for detection. We might also develop a detection algorithm to classify the incoming 
network traffic into one of the nine attack categories. 
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analysis pipelines. In addition, it reduces the management burden of maintaining separate tools. 

4. Experiments and Result Analysis  

The latest Big Data Processing Tool: Apache Spark and its MLlib [22] library are used for experiment and result 
analysis. In the experiments, four well-known machine learning algorithms are used, namely Naïve Bayes, Decision 
Tree, and Random Forest are used for performance evaluation. 

  
The classification measures are four elements: TP, TN, FP and FN. First, TP (true positive) is the number of 

correctly classified attacks. Second, TN (true negative) is the number of correctly classified normal records. Third, FP 
(false positive) is the number of misclassified attacks. Finally, FN (false negative) denotes the number of misclassified 
normal records. The accuracy is the percentage of the correctly classified records over all the rows of the data set, 
whether correctly or incorrectly classified, as reflected in the following Equation: 
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Sensitivity: It is also called true positive rate. It is used to measures the proportion of positives that are correctly 
identified as such. 
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Specificity: It is also called true negative rate. It is used to measures the proportion of negatives that are correctly 
identified as such. 
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4.1. Result Analysis  

In this section, we discuss the result analysis of the classification based intrusion detection schemes. Performance 
is evaluated using UNSW-NB15 dataset.  

In this experiment, we have compared the performance of four intrusion detection schemes which is designed based 
on well known classifiers: Naïve Bayes, Support vector machines, Decision Tree and Random forest in order to detect 
the attack in network traffic. Results are listed in Table 1. It is observed from table 1 that Random Forest classifier 
perform better than all the remaining classifiers in terms of sensitivity. This is due to fact that it gets 93.53% sensitivity 
followed by Decision Tree with 92.52%. Naïve Bayes and SVM have almost same sensitivity with values 92.46% and 
92.13%. 

Tableau 1. COMPARISON OF DIFFERENT INTRUSION DETECTION METHODS using UNSW-NB15 dataset 

Methods Accuracy Sensitivity  Specificity Training Time Prediction Time 

SVM 92.28 92.13 91.15 38.91 0.20 

Naïve Bayes 74.19 92.16 67.82 2.25 0.18 

Decision Tree 95.82 92.52 97.10 4.80 0.13 

Random Forest 97.49 93.53 97.75 5.69 0.08 

 
From the Table 1, it is observed that specificity for the Random Forest and Decision Tree based schemes are almost 

same with 97.75% and 97.10% respectively. However, specificity for SVM based scheme is about 91.15%. Naïve 
Bayes is the least ranked amongst all the classifiers in terms of Specificity. However, Naïve Bayes based scheme 
perform poor in terms of specificity amongst all the schemes. Among the all classifiers, Random Forest perform better 
in terms of accuracy with 97.49% and the accuracy of the Naïve Bayes based scheme is lower among the all schemes 
with 74.19%. 

Naïve Bayes is fastest of all classifier methods to train, with a training time of just 2.25 seconds. On the other hand, 
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SVM is highest classification method used among all the four. SVM took a total of 38.91 seconds to train. Decision 
Tree is second most time efficient method as it took 4.80 seconds followed by Random Forest took almost 5.69 
seconds. 

Random Forest took the least time approximately 0.08 seconds and thus is the fastest detection scheme of all. 
Whereas SVM took highest time to predict with the maximum time of 0.20 seconds and thus become the slowest 
scheme of all the detection methods. Decision Tree ranks the second fastest scheme with approximately 0.13 seconds 
to predict, followed by Naïve Bayes with 0.18 seconds. 

 

5. Conclusion  

In this paper, we evaluated the performance of different classification algorithms in order to find the classifier 
model with the best classification accuracy and at the same time with less execution time. The UNSW-NB15 dataset, 
a recent public dataset for Network Intrusion Detection Systems, was employed to evaluate the performance of 
different detection algorithms using Apache Spark. The task of the detection algorithm was to classify whether the 
incoming network traffic was normal or an attack, based on all features that described every pattern of network traffic. 
We concluded that Random Forest classifier gave the best performance in term of accuracy, sensitivity, specificity 
and execution time. Followed by Decision Tree and Naïve Bayes gave at the worst detection accuracy with 74.19%. 
In future work we aim to reduce the training and detection time, by applying feature selection techniques in order to 
reduce the number of features used for detection. We might also develop a detection algorithm to classify the incoming 
network traffic into one of the nine attack categories. 
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