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Abstract: In this paper we address the problem of locating a maximum weighted number of facilities such that

no two are within a specified distance from each other. A natural process of evolution approach, more

specifically a genetic algorithm, is proposed to solve this problem. It is shown that through the use of a

commercially available spreadsheet-based genetic algorithm software package, the decision-maker with a

fundamental knowledge of spreadsheets can easily set up and solve this optimization problem. Also, we report on

our extensive computational experience using three different data sets.
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1. Introduction

In this paper, we study a location problem

known as the anti-covering location problem

(ACLP). Given a finite number of potential

facility location sites, the problem is to locate a

maximum weighted set of facilities such that no

two facilities are within a maximum distance or

time of each other. The unweighted ACLP is

equivalent to the maximum independent set

problem in graph theory (Christofides, 1975;

Balas & Yu, 1986). The purpose of this paper is

to demonstrate that the methodology known as

a genetic algorithm can be applied to solve the

ACLP using a commercially available spread-

sheet-based genetic algorithm software package.

To the best of our knowledge, no research paper

has been published in which a commercially

available spreadsheet-based genetic algorithm

software package is used to solve optimization

problems. We test this approach on a randomly

generated data set and two widely used data sets

in the location literature that have been used to

study a variety of different location problems,

and our computational experience is reported.

The plan of the paper is as follows. In Section

2, the mathematical statement of the ACLP is

presented. Section 3 provides a brief literature

review of the location problem. A short discus-

sion of a genetic algorithm is provided in Section

4. In Section 5, a generic solution approach is

described for an optimization problem using a

commercially available microcomputer-based

genetic algorithm software package. The com-

putational experience and discussion of the

results are given in Section 6. The conclusions

and future directions are presented in the last

section.

2. The ACLP

Based on the ACLP formulated by Moon and

Chaudhry (1984), two alternative integer pro-

grams were given by Murray and Church
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(1997). For completeness, the mathematical for-

mulation of the ACLP as presented by Murray

and Church (1997), which differs slightly from

the original formulation of the ACLP, is as

follows:

maximize

Z¼
X

j

pjxj

subject to

njxj þ
X

k2Qj

xkrnj for all j 2M ð1Þ

xj ¼ð0; 1Þ for all j 2M ð2Þ

where xj¼ 1 if a facility is located at site j and 0

otherwise; M¼ {1, 2, . . ., m}, the index set for

potential facility sites; Qj 62M, the set of sites

which are closer than a specified minimum

distance b from site j, for all j2M; pj is the profit

(weight) associated with site j, pjZ0; and nj is the

minimum coefficient necessary to impose loca-

tional restrictions.

In the above formulation, the objective func-

tion represents the maximum weighted number

of facility sites selected. Constraint (1) repre-

sents the desired minimum separation require-

ment in the sense that, if a site j (xj¼ 1) is

selected, then no other site within the desired

distance will be included in the solution; in other

words, it forces
P

k2Qj
xk¼ 0. Constraint (2)

places the integrality requirements on the deci-

sion variables. By setting nj¼N, where N is a

large positive number, this formulation reduces

to that of Moon and Chaudhry (1984). In-depth

discussions of this issue are presented in the

work of Murray (1995) and Williams (1990).

3. Literature review

The ACLP is an important problem with nu-

merous practical applications in a variety of

fields: homeland security and military defence

location (Moon & Chaudhry, 1984; Chaudhry

et al., 1986); telecommunications and computer

vision (Balas & Yu, 1986); forest management

(Barahona et al., 1992); and DNA sequence

matching (Joseph et al., 1992).

In the facility location literature, some re-

search has been reported on the ACLP. Moon

and Chaudhry (1984) studied the ACLP in the

context of locating facilities on a general net-

work. An integer program for the ACLP was

developed and the linear programming relaxa-

tion method was used to solve the problem. This

approach parallels the approach taken by Tor-

egas et al. (1971) for the set covering problem.

Due to fractional results in the decision vari-

ables, a secondary constraint was then intro-

duced into the formulation based upon the

linear programming objective function value.

However, the reported computational results

were disappointing. Chaudhry et al. (1986) pre-

sented four heuristics and their worst case ana-

lysis for the ACLP, reporting extensive

computational experience with relatively large

size randomly generated problems of up to 50

potential facility sites. Also, their results for the

small and medium sized problems were com-

pared with the exact integer solutions. The

analysis showed that some of the heuristics

performed quite satisfactorily on these ran-

domly generated problem sets.

Murray and Church (1997) used the Lagran-

gian relaxation approaches to solve the ACLP.

Two different solution approaches were devel-

oped and tested on four different data sets. It was

shown that the solution technique produced de-

sirable results and in only two out of the 41 test

problems did the technique fail to produce opti-

mal solutions. In both the non-optimal cases, the

deviation from the optimal solution was one unit.

More recently, Dı́az-Báñez and Gómez (2000)

studied theACLP but they addressed the problem

on a plane. Their general approach consisted of

transforming the planar ACLP into the problem

of finding the shortest path avoiding obstacles.

Efficient algorithms were developed and applied

to a variety of different problem situations.

4. Brief description of a genetic algorithm

A genetic algorithm is a heuristic search proce-

dure which is based on the natural process of
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evolution as in biological sciences and was first

introduced by Holland (1975). As this highly

adaptive evolutionary process progresses, the

population genetics evolve in a given environ-

ment according to the natural behavior in which

the fittest survive and the weakest are destroyed.

Thus, the genes from the adept donor will then

propagate to other recipients during each suc-

cessive generation, creating more apt offspring

suitable for the defined environment. In optimi-

zation terms, the search algorithm improves the

solution over generations and as it progresses

towards the optimum. Genetic algorithms have

been successfully applied in solving a variety of

optimization problemswhich are difficult to solve,

including the traveling salesperson problem,

job-shop scheduling problems, vehicle routing

problems, airline crew scheduling problems,

optimizing the sequence of advertisements with-

in a commercial break at a British television

station, and painting trucks at a General Motors

production facility, among others (Chaudhry

et al., 2000). For a more thorough coverage of

genetic algorithms, the reader is referred to the

excellent textbook by Goldberg (1989).

In terms of an optimization problem, the

genetic algorithm approach is summarized as

follows. At any given point in time, the genetic

algorithm generates a population of possible

candidate solutions. Initially, the population

size is chosen at random. However, this choice

typically depends on the characteristics of the

problem. Each population component is a string

entity of chromosomes, which represents a pos-

sible solution to the problem. The population

components are evaluated based on a given

objective function. Highly fit population com-

ponents are given the chance to reproduce

through a crossover process with other highly

fit population elements by exchanging pieces of

their genetic information. This process produces

‘offspring’ or new solutions to the optimization

problem based upon the high performance

characteristics of the parents. A mutation pro-

cess prevents premature loss of important

information by randomly altering bits within a

chromosome. This procedure continues until a

satisfactory solution is achieved.

5. A generic solution approach

To the best of our knowledge, there are three

commercially available software packages,

namely Evolver (1997), GeneHunter (1995) and

Generator (1995), that are based on the basic

principles of a genetic algorithm as described

above. There are two ways that could be used to

implement optimization problems, namely using

an Excel spreadsheet add-in or programming

one’s own genetic algorithm in either Visual

Basic or C language using the built-in Dynamic

Link Library functions. Using the ACLP, the

first approach was utilized and an attempt was

made to see if a manager with spreadsheet

knowledge could set up optimization problems

and use the genetic algorithm software package

to obtain good solutions in a reasonable amount

of time.

Once the optimization problem was modeled

into an Excel spreadsheet and the software

package was linked using the add-in feature in

Excel, the problem-solving parameters were

then specified in a dialog box. The first item in

the dialog box was the fitness function cell. The

value in this cell contains the formula that

measures the success in finding a solution to the

problem. The success is measured by choosing

the maximum, the minimum or a selected value

for the adjustable chromosomes, which even-

tually produced the most favorable number in

the fitness function cell. Chromosomes are the

variables whose values are adjusted in order to

solve the optimization problem. The software

packages allow for chromosomes to be either

continuous or enumerated. Also, the dialog box

allows the user to enter either hard or soft

constraints.

In the next step, the software packages allow

the user to interface with parameters that drive

the evolution process. Initially, the software

Excel interface sets the various parameters to

default settings, which are quite appropriate for

many applications. However, a user can change

these parameters as needed for experimentation.

Under population, the software packages allow

the user to change the population size, which

represents the number of individuals in the
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population. Chromosome length is the number

of genes in a chromosome. Larger length implies

higher precision answers; however, it takes long-

er to get the possible solutions. The evolution

parameters are the crossover rate, usually set to

a high value of probability, the mutation rate,

which is usually set to a low value of probability,

and the generation gap, typically set at a high

value between 0 and 1 so that only a selected few

individuals go from one generation to the next.

The software packages allow the user to choose

various types of strategies when the generation

is set, such as elitism and diversity. The other

choices are screen update and when to stop the

evolution process.

Once the various parameters are set, the soft-

ware packages allow the user to save, restore

and delete the model as well as to reset all

options to default values. To solve the problem,

the user clicks on the start button and the

solution process begins. The software packages

provide the user with the flexibility of stopping

the process and changing parameters. For ex-

ample, one could use the strategy of starting

with a chromosome length of 8 bits until little

progress is made towards a better solution, and

then interrupting the evolutionary process and

changing it to a 16-bit chromosome and con-

tinuing the search. Another example would be

to start with the elitism strategy off to allow the

population to evolve without significant selec-

tive pressure. After some time, the elitism strat-

egy can be turned on such that the evolutionary

process evaluates around the best solutions.

6. Computational experience and discussion

Chaudhry (1998) tested the three commercially

available spreadsheet-based genetic algorithm

software packages, GeneHunter, Evolver and

Generator, on a variety of different optimization

problems and found that the GeneHunter and

Generator software packages performed better,

in terms of the solution value and computational

time, than Evolver. Thus, GeneHunter was used

to test the ACLP using three different data sets.

The ACLP problem was analyzed utilizing

GeneHunter with a randomly generated data

set and also with two frequently used data sets in

the location literature. The first data set used

was the randomly generated data set, a 20-node

set, from the study of Chaudhry et al. (1986).

The second was a widely used data set based on

distances between largest cities in New York

State, a 30-node set, from Toregas et al. (1971).

The third data set was the Washington, DC, 55-

node set from Swain (1971). All computational

analysis was conducted using a Pentium proces-

sor based PC under the Windows operating

environment. It should be noted that in such

studies a problem instance is typically solved

multiple times and, depending upon the pro-

blem size, the computational burden could be as

large as an hour for a problem instance! In this

study, the computational experience presented

is based on 41 problems with a total of 410

problem instances using the three data sets.

However, we also tested these problems under

different sets of parameters with no appreciable

improvement in the results. The results from our

experimentation of using genetic algorithms to

solve the ACLP were then compared with those

of Murray and Church (1997) in which optimal

solutions were identified for the New York State

and Washington, DC, data sets; the results

based on the randomly generated data set were

compared to the study of Chaudhry et al. (1986).

Table 1 summarizes the results based on the

randomly generated data set consisting of 20

potential facility sites. A total of 20 ACLPs were

solved by varying the minimum separation dis-

tance b between 50 and 1000 in increments of 50.

The optimal solution for these problems was

available from Chaudhry et al. (1986). Each

problem instance was solved ten times using the

default parameters of GeneHunter except that

the population size was set at 50 and the solution

was set to terminate after 1000 generations. As

indicated in Table 1, the optimum results were

obtained for all the solved problem instances.

The computational burden was relatively small

and the convergence took place in a reasonable

number of generations as indicated in Table 1.

The results from the second data set of Tor-

egas et al. (1971) with 30 potential facility sites

are shown in Table 2. A total of seven ACLP
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problems were solved by setting the minimum

separation distance b at 35, 50, 100, 150, 200,

300 and 400. The optimal solution for all the

problem instances was available from Murray

and Church (1997). Once again, each problem

instance was solved ten times using the default

parameters of GeneHunter except that the po-

pulation size was set at 50 and the solution was

set to terminate after 1000 generations. As

indicated in Table 2, the optimum solution was

obtained for all the solved instances. However,

it should be noted that, for the case when the

minimum separation b was set at 100, the

optimal solution was not obtained at the popu-

lation size setting of 50 but at a population size

setting of 100. This effect can be observed by the

higher computational burden associated with

this problem instance. Again, except for one

case, the computational burden was relatively

small and it took nomore than 67 generations to

obtain the optimal solution.

For the 55 potential facility sites data set of

Swain (1971), 14 problem instances were solved

using GeneHunter for which the optimal solu-

tions were available from Murray and Church

(1997). The results associated with this compu-

tational experience are shown in Table 3. These

ACLPs were solved by setting the minimum

separation distance b at 5, 6, 7, 8, 9, 10, 12, 14,

15, 20, 23, 27, 31 and 34. Once again, each

problem instance was solved ten times using the

default parameters of GeneHunter. However,

each instance was solved five times with the

population size parameter set at 50 and the

remaining five with the population size para-

meter set at 100. This was done for this data set

because GeneHunter was only able to achieve

optimality for five of the 14 problem instances.

For the remaining nine problem instances, the

difference from the optimal solution was by one

facility. Again, we made an attempt to resolve

the non-optimality issue by changing the input

parameters of GeneHunter but the results did

not achieve the desired optimal solutions. The

execution time and number of generations per

problem instance on average were the highest

Table 1: Results for the 20 � 20 randomly generated data set

Minimum
distance
between
facilities (b)

Best genetic
algorithm solution
out of ten runs using

GeneHunter

Optimal solution
from Chaudhry
et al. (1986)

Average
CPU time
of ten

runs (s)

Average number
of generations

based on
ten runs

50 12 12 111 44
100 12 12 125 46
150 9 9 136 47
200 9 9 148 51
250 8 8 139 49
300 7 7 119 47
350 6 6 120 42
400 6 6 115 45
450 6 6 76 49
500 5 5 77 48
550 5 5 72 46
600 5 5 85 54
650 5 5 88 55
700 3 3 68 43
750 3 3 69 44
800 3 3 75 47
850 3 3 76 49
900 3 3 72 45
950 2 2 63 41
1000 1 1 68 41
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among the three data sets analyzed in this

computational experience.

Hence, in summary, of the 41 ACLPs ana-

lyzed in our computational experience, the ge-

netic algorithm of GeneHunter was able to find

the optimal solution for 32 problem instances.

For the remaining 9 problem instances for

which the spreadsheet-based genetic algorithm

failed to determine the optimal solution, the

deviation from the optimal solution was only

off by a single facility. This is an interesting

observation since the same deviation was re-

ported by Murray and Church (1997) where the

Lagrangian relaxation methodology was used to

solve the ACLP. In addition, the execution

times for all the problems of the three data sets

ranged from nearly one minute to less than 18

minutes with the average number of generations

as low as 41 to as high as 112.

7. Conclusion

In this paper we solved the anti-covering facility

location problem using GeneHunter, a com-

mercially available spreadsheet-based genetic

algorithm software package. Our computa-

tional experience, using three different data sets,

shows that of all the problems tested around

78% of the time an optimal solution was ob-

tained in a reasonable execution time. For the

Table 2: Results for the 30 � 30 New York State data set

Minimum
distance
between
facilities (b)

Best genetic
algorithm solution
out of ten runs

using GeneHunter

Optimal solution
from Murray
and Church
(1997)

Average
CPU time
of ten

runs (s)

Average number
of generations

based on
ten runs

35 24 24 214 57
50 21 21 229 62
100 10 10 508 67
150 6 6 227 56
200 4 4 211 51
300 3 3 205 55
400 2 2 201 53

Table 3: Results for the 55 � 55 Washington, DC, data set

Minimum
distance
between
facilities (b)

Best genetic
algorithm solution
out of ten runs

using GeneHunter

Optimal solution
from Murray and
Church (1997)

Average
CPU time
of ten

runs (s)

Average number
of generations

based on
ten runs

5 36 36 1029 96
6 30 30 937 89
7 24a 25 1039 99
8 20a 21 1044 99
9 17a 18 987 111
10 15a 16 874 112
12 12a 13 748 98
14 10a 11 872 111
15 9 9 971 89
20 6a 7 710 88
23 5a 6 687 89
27 4a 5 656 85
31 4 4 823 78
34 3 3 780 71

aNon-optimal solution using GeneHunter with a difference of one facility.
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remaining problems, the solution generated by

the software was no worse than one facility site.

In order to address the issue of non-optimality

for almost 22% of the problems, it seems quite

appropriate that a dedicated genetic algorithm

must be developed to specifically address the

uniqueness of the anti-covering facility location

problem. It has been shown by Michalewicz

(1994) that it is important to design genetic

algorithms based on the problem specified and

this will be addressed in future research.
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