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Abstract— Text Mining is the process of extracting interesting information or knowledge or patterns from 

the unstructured text that are from different sources.  In this paper, There is a vast amount of financial 

information on companies. financial performance available to investors today. While automatic analysis of 

financial figures is common, it has been difficult to automatically extract meaning from the textual part of 

financial reports. The textual part of an annual report contains richer information than the financial ratios. 

In this paper, we combine data mining methods for analyzing quantitative and qualitative data from financial 

reports, in order to see if the textual part of the report contains some indication about future financial 

performance. The quantitative analysis has been performed using selforganizing maps, and the qualitative 

analysis using prototype-matching text clustering. The analysis is performed on the quarterly reports of three 

leading companies in the telecommunications sector. 
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--------------------------------------------------------------------------------------------------------------------------- 
1.INTRODUCTION  

 
The amount of stored information has been enormously increasing day by day, so discovering patterns and 

trends out of massive data is a great challenge. In this work, a discussion over the techniques which can be used 

to resolve this problem is done. The main technique is data mining, the application of which are text mining and 

web mining. The focus of this work is text mining which is explained in the following sections. [4] Text is the 

most common vehicle for the formal exchange of information. Although extracting useful information from 

texts is not an easy task, it is a need of this modern life to have a business intelligent tool which is able to extract 

useful information as quick as possible and at a low cost. Text mining is a new and exciting research area that 

tries to take the challenge and produce the intelligence tool. The tool is a text mining system which has the 

capability to analyze large quantities of natural language text and detects lexical and linguistic usage patterns in 

an attempt to extract meaningful and useful information. The aim of text mining tools is to be able to answer 

sophisticated questions and perform text searches with an element of intelligence.[5] 

Technically, text mining is the use of automated methods for exploiting the enormous amount of knowledge 

available in text documents. Text Mining represents a step forward from text retrieval. It is a relatively new and 

vibrant research area which is changing the emphasis in text-based information technologies from the level of 

retrieval to the level of analysis and exploration. Text mining, sometimes alternately referred to as text data 

mining, refers generally to the process of deriving high quality information from text. Researchers like and 

others pointed that text mining is also known as Text Data Mining (TDM) and knowledge Discovery in Textual 

Databases (KDT). [5] 

 According to the boundaries between data mining and text mining are fuzzy. The difference between regular 

data mining and text mining is that in text mining, the patterns are extracted from natural language texts rather 

than from structured databases of facts. The goal of data mining is to discover the implicit, previously unknown 

trend and patterns from the databases. Data mining consists of many techniques such as classification, 

clustering, neural networks, and decisions trees. [5] 

The paper is organized in the following way: Section II for Related Work, Section III Text Mining Process, 

Section IV Text Mining Techniques, and Section V Text Mining Application, finally followed by Conclusion 

and References. 
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2.RELATED WORK 

  This section of the paper explores recent efforts and contributions on text mining techniques. Therefore 

a number of research article and research papers and their contributions are placed in this section. Many data 

mining techniques have been planned for mining valuable patterns in text documents. However, how to 

successfully use and update exposed patterns is still an open research issue, especially in the domain of text 

mining. Since most existing text mining methods adopted term-based approaches, they all suffer from the 

troubles of polysemy and synonymy. This paper presents an inventive and valuable pattern discovery technique 

which includes the processes of pattern deploying and pattern evolving, to advance the effectiveness of using 

and updating discovered patterns for finding appropriate and interesting information. Substantial experiments on 

RCV1 data collection and TREC topics demonstrate that the propose [1]. 

Fig. 1 shows that, maximum amount of data used by various sectors is in textual form. Text mining is 

one of the important fields of data mining dealing with unstructured or semi-structure data. Text mining 

introduces enumerate model from linked research domain like classification, clustering etc. Numerical measures 

can be deriving by enforcing Text analysis methods to unstructured textual information [2]. 

 

Fig.2.1 Types of data available and generated by various sectors. 

 

3. TEXT MINING PROCESS 

1) Document Gathering: 

In the first step, the text documents are collected which are present in different formats. The document might be 

in form of pdf, word, html doc, css etc. [2] 

2) Document Pre- Processing: 

In this process, the given input document is processed for removing redundancies, inconsistencies, 

separate words, stemming and documents are prepared for next step, the stages performed are as follows [2]: 

a) Tokenization: 
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The given document is considered as a string and identifying single word in document i.e. the given document 

string is divided into one unit or token. 

 

b) Removal of Stop word: 

In this step the removal of usual words like a, an, but, and, of, the etc. is done . 

c) Stemming: 

A stem is a natural group of words with equal (or very similar) meaning. This method describes the base of 

particular word. Inflectional and derivational stemming are two types of method. One of the popular algorithm 

for stemming is porter’s algorithm. e.g. if a document pertains word like resignation, resigned, resigns then it 

will be consider as resign after applying stemming method. 

3) Text Transformation: 

A text document is collection of words (feature) and their occurrences. There are two important ways for 

representations of such documents are Vector Space Model and Bag of words. [2] 

4) Feature Selection (attribute selection): 

This method results in giving low database space, minimal search technique by taking out irrelevant feature 

from input document. There are two methods in feature selection i.e. filtering and wrapping methods. [2] 

5) Data mining/Pattern Selection: 

In this stage the conventional data mining process combines with text mining process. Structured database uses 

classic data mining technique that resulted from previous stage [2]. 

 

 

Fig.3.1 Text Mining Process flow. 

6) Evaluate: 

This stage Measures the outcome. This resulted outcome can be put away or can be used for next set of 

sequence. [2] 
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TEXT MINING TECHNIQUES 

There are different kinds of techniques available by which the text pattern analysis and mining is 

performed. Some of the essential techniques are discussed in this section. 

  

 

 

4.1 Categorization:  

It is a supervised technique. A supervised technique is one which is based upon the set of input-output 

examples which are basically used to train the model being used, in order to classify the new documents.[4] Text 

categorization (or text classification) is the assignment of natural language documents to predefined categories 

according to their content. [7] It is process of finding main theme of document by adding metadata and 

analyzing document. This technique find counts of words and from that count decides topic of the document. 

In this process, text documents are classified into predefined class label.  

A number of classification techniques can be applied to categorize the text, here decision tree classifier 

are explained.  

 

 

Fig. 4.1: Classification 

 

4.1.1 Decision Trees 

Decision tree methods rebuild the manual categorization of the training documents by constructing 

well-defined true/false queries in the form of a tree structure where the nodes represent questions and the leaves 

represent the corresponding category of documents. After having created the tree, a new document can easily be 
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categorized by putting it in the root node of the tree and let it run through the query structure until it reaches a 

certain leaf. The main advantage of decision trees is the fact that the output tree is easy to interpret even for 

persons who are not familiar with the details of the model [18]. The tree structure generated by the model 

provides the user with a consolidated view of the categorization logic and is therefore useful information. A risk 

of the application of tree methods is known as "over fitting": A tree over fits the training data if there exists an 

alternative tree that categorizes the training data worse but would categorize the documents to be categorized 

later better. [7] 

This circumstance is the result of the algorithm's intention to construct a tree that categorizes every 

training document correctly; however, this tree may not be necessarily well suited for other documents. This 

problem is typically moderated by using a validation data set for which the tree has to perform in a similar way 

as on the set of training data. Other techniques to prevent the algorithm from building huge trees (that anyway 

only map the training data correctly) are to set parameters like the maximum depth of the tree or the minimum 

number of observations in a leaf. If this is done, Decision Trees show very good performance even for 

categorization problems with a very large number of entries in the dictionary. [7] 

 

 

4.2 Clustering:  

 

Text Clustering is an unsupervised technique in which no input out patterns are pre - defined. This 

method is based upon the concept of dividing the similar text into the same cluster. Each cluster consists of 

number of documents. The clustering is considered better if the contents of documents of intra cluster are more 

similar than the contents of inter-cluster documents.[4]  

Clustering is a technique used to group similar documents but it differs from classification in than 

documents are clusters on the fly instead of through the use of pre-defined topics. [4] After calculating 

similarity, clustering algorithms are applied to generate list of classes. This process of clustering is depicted in 

Figure 4.  

Clustering can be divided into following categories: hierarchical clustering and partitional clustering.  

 

 

 

 

 

 

 

 

 

                                                                          Fig. 4.2: Clustering 

4.2.1 Hierarchical Clustering:  

This clustering uses the cosine similarity measure. The result of hierarchical clustering is a single 

clustered tree. It works at different level of granularity. It can be divided into two categories: i) Bottom up 

hierarchical clustering method ii) Top down hierarchical clustering method.  

i) Bottom up hierarchical clustering method:  

Every document is considered as a separate cluster, and then on the basis of similarity, clusters are 

combined repeatedly till single cluster is formed.  

The steps can be summarized as follows:  

1) Consider each document as a single cluster.  
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2) Calculate similarity of cluster ai with cluster bj then merge the two having maximum similarity.  

3) Repeat step 2 till single cluster is formed.  

ii) Top down hierarchical clustering method:  

In this method, work starts from a single cluster as whole, then it get split iteratively into various 

clusters on the basis of smallest similarity measure. Top down approach does not have much application as 

compare to bottom up approach. This is much complex as compare to bottom up approach as amount of 

computations involved are quite large.  

The advantage of hierarchical clustering is that: it can use any form of similarity measure and the disadvantage 

is that once the clusters are formed, cannot be rebuilt, to improve performance, if needed. [4] 

 

4.3 Information Extractions:  

 

Natural language text documents contain information that cannot be used for mining. As documents are 

considered as ―bag of words‖ they can be represented by vector model which then can be used as an input to 

the above defined techniques such as classifications, clustering but this is not used for this method. In 

Information extraction, the documents are first converted into the structured databases on which data mining 

techniques can be applied to extract knowledge or interesting patterns. The following Fig. 5 shows the 

process[4]. 

 

The task of IE is the identifications of entities, i.e. person names, location name, company name etc. 

The required pieces of information such as ―position‖, ―person name‖ are found. The outcome would be a 

template in which all the entities and their relationships with one another can be easily identified. Then the 

information is entered into the database so that data mining techniques can be applied in order to find some 

implicit information. [4]  

 

 
 

Fig. 4.3: Information Extraction 

  

 

4.4. Information Visualization 

Visual text mining, or information visualization, puts large textual sources in a visual hierarchy or map 

and provides browsing capabilities, in addition to simple searching. Information visualization is useful when a 

user needs to narrow down a broad range of documents and explore related topics. Information visualization has 

three important steps for performing text mining namely data preparation, data analysis & extraction, 

visualization mapping .User can interact with document by doing numbers of operations like zooming, scaling 

etc. Government can use this approach for checking terrorist network and crimes etc. Information visualization 

process is depicted in figure 6.  The government can use information visualization to identify terrorist networks 

or to find information about crimes that may have been previously thought unconnected. It could provide them, 

with a map of possible relationships between suspicious activities so that they can investigate connections that 

they would not have come up with on their own. [3] 
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Fig 4.4: Information visualization 

 

4.5 Natural Language Processing (NLP) 

NLP is a technology that concerns with natural language generation (NLG) and natural language 

understanding (NLU). NLG uses some level of underlying linguistic representation of text, to make sure that the 

generated text is grammatically correct and fluent. Most NLG systems include a syntactic releaser to ensure that 

grammatical rules such as subject-verb agreement are obeyed, and text planner to decide how to arrange 

sentences, paragraph, and other parts coherently. The most well known NLG application is machine translation 

system.     The system analyzes texts from a source language into grammatical or conceptual representations and 

then generates corresponding texts in the target language.NLU is a system that computes the meaning 

representation, essentially restricting the discussion to the domain of computational linguistic. NLU consists of 

at least of one the following components; tokenization, morphological or lexical analysis, syntactic analysis and 

semantic analysis. In tokenization, a sentence is segmented into a list of tokens. The token represents a word or a 

special symbol such an exclamation mark. Morphological or lexical analysis is a process where each word is 

tagged with its part of speech. The complexity arises in this process when it is possible to tag a word with more 

than one part of speech. Syntactic analysis is a process of assigning a syntactic structure or a parse tree, to a 

given natural language sentence. It determines, for instance, how a sentence is broken down into phrases, how 

the phrases are broken down into sub-phrases, and all the way down to the actual structure of the words used [5]. 

4.6 Topic Tracking 

  A topic tracking system mechanism by custody of user profiles and, based on the documents the user 

views, guess other documents of interest to the user. Yahoo offers (www.alerts.yahoo.com) free topic tracking 

tool that permits users to choose keywords and informs them when news relating to those topics becomes 

existing. Topic tracking methodology has its own limitations, however. For example, if a user sets up an alert for 

“text mining”, s/he will receive numerous news stories on mining for minerals, and very few that are really on 

text mining. Some of the improved text mining tools let users select specific categories of interest or the 

software routinely can even infer the user’s concern based on his/her reading history and click-through 

information. [3] 

 

 5. APPLICATIONS 

5.1 Business Intelligence: 

Text mining techniques helps for determining particular topic or event as in business decision support system 

amount of cutting down the cost of predicting future work is an important task [2]. 
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5.2 Bioinformatics: 

Nowadays, biomedical articles have occupied major area in different applications. The aim of text mining in 

bioinformatics is to allow researchers to explore advance knowledge in the field of biomedical in an efficient 

way.[2] 

5.3 Security Application: 

In network security for encryption and decryption techniques, text mining methodologies are used with the 

intention of security at national level application, the analysis and monitoring of documents like plain texts, 

emails, web blog articles text mining is used [2]. 

5.4 Human Resource Management: 

For purpose of recruiting the candidate by reading and writing their CVs text mining is used. Also for growth of 

particular organization for the application prefers the monitoring of level of customer, examining staff’s 

satisfaction text mining techniques applied. [2]  

5.5 Web Search Enhancement: 

In text mining, by using text categorization techniques such as CatS. The presentation of result is by sorting 

them into (a hierarchy of) clusters which may be displayed to the user in a variety of ways, e.g. as a separate 

expandable tree (vivisimo.com) or arcs which connect Web pages within graphically rendered “maps” 

(kartoo.com) [2]. 

 

5.6 Text mining is also used in following sectors - 

i)   Publishing and media 

ii) Telecommunications, energy and other services     industries. 

iii)  Information technology sector and Internet. 

iv)  Banks, insurance and financial markets. 

v) Pharmaceutical and research companies and     healthcare. 

 

6. CONCLUSION  
 

Text Mining can be defined as a technique which is used to extract interesting information or 

knowledge from the text documents which are usually in the unstructured form. Here in this work quite big 

research field ―Text Mining is discussed with its various techniques which can be used such Classification, 

Clustering, Summarization and various techniques and methods are discussed for efficient and accurate text 

mining. In near  future  the proposed  technique is implemented using JAVA technology and the comparative 

results are provided.  Applications in the field such as identifying business intelligence, bioinformatics, security 

application, web search enhancement, CRM and other sectors are studied.  

REFERENCES 

[1] K. Thilagavathi, V. Shanmuga “A Survey on Text Mining Techniques”, International Journal of Advanced   

Research in  Computer Science and Robotics , ISSN: 2320 7345 Volume 2, Issue 10, Octl 2014   pp 41-50, 

in IJRCAAR. 

[2] P. Monali , K. Sandip, “A Concise Survey on Text Data Mining” in proceeding of the International Journal 

of Advanced Research in Computer and Communication Engineering Vol. 3, Issue 9, September 2014, pp 

8040- 8043. 

[2] Lokesh Kumar and Parul Kalra Bhatia,”Text Mining:Concept,Process,Applications,” Journal of Global 

Research in Computer Science Volume 4, No. 3, March 2013 . 

[3] R. Patel, G. Sharma,” A survey on Text mining techniques”, International Journal of engineering Computer 

Science ISSN 2319-7242 Volume-2 Issue-5 May-2014. 



International Journal of Research In Science & Engineering e-ISSN: 2394-8299 

            Special Issue: Techno-Xtreme 16                  p-ISSN: 2394-8280 

IJRISE| www.ijrise.org|editor@ijrise.org[488-495] 

 

[4] Divya Nasa, “Text Mining Techniques- A Survey ”, International Journal of Advanced Research in  

Computer Science and Software Engineering , ISSN: 2277 128X Volume 2, Issue 4, April 2012   pp 51-540, 

in IJARCSSE 

 

[5] S. Jusoh & H. Alfawareh,” Techniques, Applications and Challenging Issue in Text Mining”, International 

Journal of Computer Science Issues, Vol. 9, Issue 6, No 2, November 2012 ISSN (Online): 1694-0814 

 [6] K. Vidhya & G. Aghila, “Text Mining process, techniques and tool: An overview”, International Journal of 

information Technology & Knowledge management, Vol. 2, No. 2, Decl, 2010, pp-613-622. 

 

[7] S.Niharika, V.Sneha Latha, D.R.Lavanya,” A SURVEY ON TEXT CATEGORIZATION”, International 

Journal of Computer Trends and Technology- volume3Issue1- 2012. 

 

 


