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Abstract Most data mining approaches assume that the data

can be provided from a single source. If data was produced

from many physically distributed locations like Wal-Mart,

these methods require a data center which gathers data from

distributed locations. Sometimes, transmitting large amounts

of data to a data center is expensive and even impractical.

Therefore, distributed and parallel data mining algorithms

were developed to solve this problem. In this paper, we survey

the-state-of-the-art algorithms and applications in distributed

data mining and discuss the future research opportunities.
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1 Introduction

Traditional data mining algorithms assume that the data is

centralized, memory-resident, and static [6, 9–11, 21, 29,

30, 32, 37, 40, 43, 45, 53, 56, 57]. However, this assumption

is no longer valid with the development of Internet where

data mining techniques meet two challenges. First, the

amounts of data are generated too fast to be processed even

for supercomputers. Second, the data was stored at multiple

locations and it becomes increasingly expensive to cen-

tralize it in one place. Bandwidth limitation and privacy

concerns are also the factors to hinder data centralization.

To solve the above problems, Distributed Data Mining

(DDM) has become a hot research area [34, 61, 62]. Dis-

tributed data mining has become popular as business

intelligence market is one of fastest growing and most

profitable areas in software industry. This paper is a brief

survey of distributed data mining with emphasis on

approaches and taxonomy in different environments.

DDM makes the assumption that either the computation

or the data is distributed. It can be used in parallel super-

computers, P2P networks, and sensor networks. Under

different situations, it has communication, privacy, and

resource constraints such as computing power. In addition,

distributed data mining is a process involving the appli-

cation of specific algorithms; that is, it is hard to provide a

unified framework for algorithms. Therefore, we categorize

the existing work according to different computing and

storage settings. Section 2 describes different distributed

data mining techniques and applications according to the

taxonomy in different environments. We discuss the future

research opportunities and conclude the paper in Sect. 3.

2 Overview of distributed data mining

Distributed data mining can be used in parallel super-

computers, P2P networks, and sensor networks. However,

different environments have different concerns. Distributed
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data mining techniques can be categorized into following

types.

• Centered clusters versus peer-to-peer: The centered

cluster has a coordinator. The coordinator splits the

work to multiple computers. The centered cluster is

easier to employ and coordinate. However, it involves

the fair partition of work and may have a problem of

single point of failure. It requires stable environments

and usually employ in the supercomputing environ-

ment. Recently, peer-to-peer computing has very suc-

cessful applications, such as peer download. It gathers

users to join the service quickly and is considered as the

most scalable system. Peer-to-peer algorithms do not

depend on a central server, and each site gets the data

and performs its own task. The nature of the peer-to-

peer system is decentralization and each site has limited

view to the entire system. This limit actually provides

better security since sites do not need to observe

irrelevant surroundings. In addition, light-weight algo-

rithms can be transmitted across the network rather than

the large amount of data. For example, site S1 has the

algorithm A1 and site S2 needs to mine the data using

A1. Then, transferring A1 from S1 to S2 is a better way

than transfer all the data from S2 to S1. However, the

security is an important issue in peer-to-peer systems

since they exchange information with each other. In

addition, some peers might only use others’ resources

while not providing service to others. Therefore, each

peer must agree on terms and conditions of use before

joining the system.

• Single model versus meta-learning: Single model

partitions a given data mining algorithm into smaller

parts distributed to each site. The algorithm can choose

to move data, intermediate results, predictive models,

and the final results of a data mining algorithm. Single

model systems employ local learning models at each

site and move the models to a central location. The

coordination unit gathers the intermediate results from

each site and generates the final results for the given

algorithm. On the other hand, meta-learning [42],

loosely defined as learning from learned knowledge,

is another technique developed that deals with the

problem of computing a ‘‘global’’ model from large and

inherently distributed databases. The goal of meta-

learning is to compute a number of independent model

(classifiers) by applying learning programs in parallel

without transferring or directly accessing the data sites.

Such systems have more flexibility to select and

combine different data mining models according to

the relevance of different data sources.

• Homogeneous data versus heterogeneous data: In

a distributed relational database system, different

information might be saved in different sites. If each

site has the complete relational tables, the homogenous

data is saved for each site. If each site saves informa-

tion for different tables, then we have the heteroge-

neous data issue. Most existing distributed data mining

considers homogeneous data across different sites. In

the case of heterogeneous distributed data, we only

observe the incomplete knowledge about the complete

data set. Different local models have the local view of

the entire problem and distributed data mining has to

generate a global model from those different local

models. Therefore, mining heterogeneous data is

challenging.

Despite of the above different categorization, we will

introduce the distributed data mining algorithms and

applications according to different system settings. First,

some distributed data mining algorithms are designed

according to the existing system needs and requirements

instead of building the corresponding system setting to run

a particular distributed data mining algorithm. Second,

different system settings have different characteristics

which require special consideration on different comput-

ing, communication, and storage sources when designing

the corresponding distributed data mining algorithm.

2.1 Multi-core supercomputers

Under this setting, all the computing units share the same

memory and the communication cost among computing

units is negligible. Any data mining algorithm can be

rewritten on the fine-grained parallelism level. That is, we

allow the subtasks to communicate many times per second.

They can also run coarse-grained parallelism algorithms

where subtasks communicate occasionally or embarrassing

parallelism algorithms where they rarely or never com-

municate. The modification of the original data mining

algorithm is more related to traditional parallelism com-

puting techniques [18] which can be applied to any type of

algorithms. However, such type of devices are very

expensive, and we usually will not consider this option

unless the data mining algorithm is computationally very

expensive and can only be rewritten as an efficient fine-

grained parallel algorithm.

Another trend on this type of setting is the graphics

processing unit (GPU) based parallel techniques. More and

more supercomputers have the GPU component which is

different from the traditional CPU [51]. Architecturally, a

CPU is composed of a few cores with a relatively large

cache memory to handle a few threads at a time, while a

GPU is composed of hundreds of cores that can handle

thousands of threads simultaneously. GPU is a program-

mable computational device with massive cores. It was
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originally used for 3D game rendering, but now its capa-

bilities are being used to accelerate computational work-

loads including data mining. Different from multicore

CPUs, the GPU threads are managed by the hardware and

optimized for a huge batch of data taking the same oper-

ation simultaneously which is very fast for matrix opera-

tion. It is unnecessary and impossible to let the GPU run

the whole data mining algorithm; however, for simple and

repeat operations in the data mining algorithms like

counting the occurrence of items from a bitmap [13] and

search k-nearest neighbors [33], GPU can speed up the

process significantly. Fang et al. [12] proposed a GPU-

based architecture for data mining tasks. The architecture

makes use of three components: [1] a CPU-based storage

and buffer manager to handle the whole program flow and

data transferring between CPU and GPU; [2] a GPU-CPU

co-processing mining module; and [3] a GPU-based visu-

alization module. They successfully implemented k-means

clustering [63] and the Apriori frequent itemset mining

algorithms [60] in this framework.

2.2 Peer-to-peer based

Communication bandwidth is often a scarce resource for

data mining in decentralized circumstances. Approaches

collecting all local data at one given node (or central node)

will result in communication bottlenecks or messages

implosion somewhere. Remarkably, peer-to-peer (P2P)

networks provide a natural and well-suited platform for

such distributed data mining, as well as information dis-

semination, file sharing, and e-business. As mentioned,

DDM has introduced the distribution versions of many

traditional data mining algorithms, such as association rule

mining, clustering, and classification. However, most DDM

efforts assume stable networks and data, and they cannot be

applied directly to dynamic topology for the possible

occurrence of node failure, link failure, and immediate

join-leave behavior. In distributed data mining over P2P

networks, most recent researches focus on developing local

algorithms for primitive operations such as random sam-

pling and aggregate functions.

The most representative example of peer-to-peer dis-

tributed data mining is distributed association rule mining

[60] and distributed decision tree [28]. Kargupta et al. [22,

23] first proposed collective data mining which works on

vertically partitioned data and combines immediate results

from local data sources. Several different methods have

been employed to combine predictive models built at dif-

ferent sites. Meta-learning combines several models by

building a separate meta-model with inputs that are the

outputs of the various models and the output is the desired

outcome [20, 48]. Multiple models, which are often called

ensembles of models, have been used for quite a while in

centralized data mining. Methods for combining models in

an ensemble include Bayesian model averaging for

regression models [44], partition learning [19]. The related

systems include JAM system developed by Stolfo et al.

[48], Kensington system [20], and Papyrus developed by

Bailey et al. [19]. JAM employs meta-learning, while

Kensington uses knowledge probing. JAM is a distributed,

scalable and portable agent-based data mining system that

provides a set of meta-learning agents for combining

multiple models that were learned at different sites. As

long as a machine learning program is defined and

encapsulated as an object conforming to the interface

requirements, it can be imported and used directly in JAM.

This plug and play characteristic makes JAM truly pow-

erful and extensible data mining facility possible, although

using a centralized approach to maintain the global con-

figuration may obviously be a sequential bottleneck. JAM

is so far the most representative system to mine distributed

databases by means of meta-learning and intelligent agents.

Papyrus is designed to support different data, tasks, and

model strategies. In contrast to JAM, Papyrus requires not

only to move models from node to node, but also to move

data from node to node. Also, Papyrus is a specialized

system which is designed for clusters, meta-clusters, and

super-clusters, while most systems are designed only for

mining data distributed over the Internet.

Kowalczyk et al. [26] used a model to estimate the mean

value of distributed data, and provided the theoretical and

experimental evidence for its feasibility to distributed data

mining over P2P networks. The approach proposed by

Kempe [24] relied on uniform gossip-based randomized

algorithms for computing aggregate information.

Albashiri et al. [2] proposed an extendible multi-agent

data miner system (EMADS) comprising a set of agents in

a set of containers. The system has data agents, user agents,

task agents, mining agents, and housekeeping agents. The

main container maintains the housekeeping agents that

provide facilities to execute the function of EMADS, a

management system agent which controls the life cycles of

other agents, and a directory facilitator agent which pro-

vides an agent lookup service.

Mehyar et al. [38] proposed a class of asynchronous

distributed algorithms, which is a Laplacian-based

approach to average the local inputs of nodes on a P2P

network. Remarkably, their algorithm did not rely on

synchronization, coordinated parameter values, and the

apriori knowledge of global topology. Datta et al. [7, 8]

presents an overview of efforts to develop DDM applica-

tion and algorithms in P2P networks, and introduce P2P

data mining algorithms that work in a decentralized man-

ner. Wolff et al. [54, 55] introduced a local algorithm, and

proposed an algorithm for monitoring K-means clustering

in P2P networks. Similar work by Babcock et al. [3]
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assumed a centralized coordinator site and a hierarchical

topology for global conflict resolution, and proved that

distributed communication is only necessary occasionally.

Zhou et al. [64] proposed a distributed text mining system

with the storage layer, the basic mining layer, and the

analysis service layer. Messages are passed through layers

and the basic mining layer makes use of asynchronous

communication between multiple instances and map-

reduce model to allocate computing resource closer to the

place where data is stored.

2.3 Internet and gird computing based

Internet and grid computing seek to change the way we

tackle complex problems [5, 16, 50]. Internet provides not

only huge volume of distributed data, but also plenty dis-

tributed computing resources to construct a supercomputer

than ever before [17]. Complex and data-intensive com-

puting such as bioinformatics data mining, climate pre-

diction models or airplane computer-aided design systems

used to run on supercomputers only. Recently, however,

rapid improvements in Internet, distributed algorithms, and

the increase in speed and memory of the PC machine, lead

to consider more decentralized approaches to computing.

There are over billions of PCs around the world, and most

are idle much of the time. Internet computing exploits these

idle workstations and PCs to create powerful distributed

computing systems with global reach. It has been possible

to undertake many significant projects required super-

computer capabilities before on normal and inexpensive

equipments. Some examples of popular internet computing

projects include:

• Models@Home for Distributed Computing in Bioin-

formatics [27]

• SETI@home for Massively Distributed Computing [52]

• FightAIDSatHome for Fundamental Research in dis-

covering New Drugs [14]

• ClimatePrediction for Simulating Earth’s Climate

[46, 48]

Projects such as Models@Home for distributed com-

puting in bioinformatics using a screensaver based

approach, SETI@Home the world’s largest distributed

computing project to detect intelligent life outside Earth,

have demonstrated the principles and techniques of dis-

tributed computing which provides a mechanism to tap into

the idle resource of millions of distributed PCs. Other

project such as FightAIDSatHome is the first biomedical

distributed computing project ever launched. It is run by

the Olson Laboratory at the Scripps Research Institute in

California. FightAIDSatHome uses scattered computer’s

idle resources to assist fundamental research in discover-

ing new drugs, building on growing knowledge of the

structural biology of AIDS. These projects require partic-

ipating machines to download client data and models that

execute on local machines, and then upload the result to

servers. The ClimatePrediction project developed by

Stainforth et al. [46] takes the distributed computing par-

adigm a step further by inviting participants to download a

full-scale climate model and run it locally to simulate

100 years of the Earth’s climate. Each participant inde-

pendently carries out a subset of result which is then

combined with other participants’ results to ensemble a

global climate prediction result. Obviously, low commu-

nication overhead was generated during the running as

each participant has the complete model.

A grid is a geographically distributed computation

infrastructure composed of a set of heterogeneous

machines that users can access via a single interface. Grids

provide common resource-access technology and opera-

tional services across widely distributed boundary. Grid

computing therefore is described as seamless, pervasive

access to resources and services [58, 59]. It plays a sig-

nificant role in providing an effective computational

support for application of distributed data mining. Grid

computing has been proposed as a novel computational

model, distinguished from conventional distributed com-

puting by its focus on large-scale resource sharing, inno-

vative applications, and, in some cases, high-performance

orientation. Today, grids can be used as effective infra-

structures for distributed high-performance computing and

data processing [4, 15]. Cannataro et al. [4] discussed how

to design and implement data mining applications by using

the KNOWLEDGE GRID tools starting from searching

grid resources, composing software and data components,

and executing the data mining process on a grid. Talia [49]

proposed a two-phase scheduling framework including

external scheduling and internal scheduling in a two-level

grid environment, upon which a system named DMGCE

(Data Mining Grid Computing Environment) has been

developed and implemented. Stankovski et al. [47] develop

a DataMiningGrid architecture with three layers. The bot-

tom layer manages grid software, data, and hardware

resources. The middle layer provides middleware function,

such as virtual organization management, resource man-

agement, job scheduling, security, to the entire system. The

top layer summarizes the results and provides the final

output to users.

Service-oriented architecture (SOA) provides seamless

integration of self-contained computational services that

can communicate and coordinate with each other to per-

form goal-directed computation [36, 39]. The concept has

blossomed in the past few years due to the development of

Web service related standards and technologies, including

WSDL, Universal Description, Discovery, and Integration

(UDDI), and SOAP. WEKA4WS [49], an open-source
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framework derived from the Weka toolkit for supporting

distributed data mining on Grid environments, exposes all

the data mining algorithms provided by as WSRF-com-

pliant services (WSRF: Web Services Resource Frame-

work), which enable important benefits such as dynamic

service discovery and composition, standard support for

authorization and cryptography, etc. Grid-enable Weka

[25] is another proposed system found on Weka, which is a

widely used toolkit for machine learning and data mining

written in Java. In Grid-enable Weka, the execution of

these tasks can be distributed across computers in an ad hoc

Grid environment. Tasks that can be executed using Grid-

enable Weka include building a classifier on a remote

machine, testing a classifier on a dataset, and cross vali-

dation. Grid-enable Weka modifies the Weka toolkit to

enable the use of multiple computational resources when

performing data analysis. WekaG [41] is another system

derived from Weka. It is based on client/server architec-

ture. The server side provides a set of services that

implement the functionalities and the process of the dif-

ferent data mining algorithms. The client side is responsi-

ble for communicating with server side and offering user

interface. FAEHIM (Federated Analysis Environment for

Heterogeneous Intelligent Mining) is a web services-based

toolkit for supporting distributed data mining. This toolkit

consists of a set of data mining services, a set of tools to

interact with these services, and a workflow system used to

assemble these services and tools.

3 Conclusions

Both distributed data mining and parallel data mining can

speed up the data mining process, however, they are dif-

ferent in several ways. Distributed data mining often

applies the same or different mining algorithms to tackle

local data and communicate among multiple process units,

and then combine the local pattern discovery by local data

mining algorithms from local databases into a global

knowledge solution. In this case, the discovered knowledge

is often different from the knowledge discovered by

applying the data mining algorithms to the entire dataset.

The accuracy or efficiency of distributed data mining is

somewhat difficult to predict, because it depends on data

partitioning, task scheduling, and global synthesizing [1].

In contrast to distributed data mining, a parallel data

mining algorithm discovers the same knowledge as that

found by its sequential algorithm due to applying the global

parallel algorithm on the entire data set. Its accuracy may

be more guaranteed than the distributed data mining.

Distributed data mining enables geographically distrib-

uted science and engineering teams to collaborate in new

ways. Despite recent advances in peer-to-peer and service-

oriented technologies, grid computing, high-performance

computing, issues on distributed computing such as limi-

tation on data transmission bandwidth, skew distribution,

very-large data size, privacy preservation [35] still need

serious and immediate attention. For example, the execu-

tion environments of geographically distributed applica-

tions are far less deterministic than those of locally

centralized. In addition, distributed applications become

highly complex when large-scale and skewed data dis-

tributes in unpredictable locations in which identifying and

correcting performance bottlenecks exposed may not be the

same, because the network bandwidths and computing

resources often vary from one place to another.

Despite advancements in the field of distributed data

mining, both in academia and industry, significant chal-

lenges still remain. They need to be dealt with in order to

fully realize the potential of distributed data mining. Dis-

tributed data mining will continue to embrace cutting-edge

technology and techniques and will open up new applica-

tions that will impact business intelligence, business ana-

lytics, and industrial information integration engineering

(IIIE) [31, 59].
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