
SIViP
DOI 10.1007/s11760-015-0790-4

ORIGINAL PAPER

On an algorithm for Vision-based hand gesture recognition

Dipak Kumar Ghosh1 · Samit Ari1

Received: 11 June 2014 / Revised: 5 June 2015 / Accepted: 18 June 2015
© Springer-Verlag London 2015

Abstract A vision-based static hand gesture recognition
method which consists of preprocessing, feature extraction,
feature selection and classification stages is presented in this
work. The preprocessing stage involves image enhancement,
segmentation, rotation and filtering. This work proposes an
image rotation technique that makes segmented image rota-
tion invariant and explores a combined feature set, using
localized contour sequences and block-based features for
better representation of static hand gesture. Genetic algo-
rithm is used here to select optimized feature subset from the
combined feature set. This work also proposes an improved
version of radial basis function (RBF) neural network to clas-
sify handgesture images using selected combined features. In
the proposed RBF neural network, the centers are automati-
cally selected using k-means algorithm and estimated weight
matrix is recursively updated, utilizing least-mean-square
algorithm for better recognition of hand gesture images. The
comparative performances are tested on two indigenously
developed databases of 24 American sign language hand
alphabet.
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1 Introduction

Development of efficient hand gesture recognition sys-
tem is crucial for successful human–computer interaction
(HCI) or human alternative and augmentative communica-
tion (HAAC) applications like robotics, assistive systems,
sign language communication and virtual reality [1–5].
Gestures are communicative, meaningful body motions con-
necting physical actions of the fingers, hands, arms, face,
head or body with the intent of conveying meaningful infor-
mation or interacting with the environment [6]. In general,
gestures can be classified into static gestures [1–4] and
dynamic gestures [7–9]. Static gesture is described in the
form of definite hand configuration or poses, while dynamic
gesture is a moving gesture, articulated as a sequence of
hand movements and arrangements. However, static ges-
tures communicate certain meanings or sometimes act as
explicit transition state in dynamic gestures. The sensing
techniques which are used in static hand gesture recognition
systems include glove-based techniques [10,11] and vision-
based techniques [1,3,7]. In glove-based techniques, sensors
are utilized to measure the joint angles, positions of the fin-
gers and position of the hand in real time [11]. However,
gloves are quite expensive, and the weight of the gloves and
associated measuring equipment hamper free movement of
the hand. Therefore, user interface is complicated and less
natural for glove-based techniques [12]. On the other hand,
vision-based techniques use one or more cameras to cap-
ture the gesture images. Vision-based system may not be
robust enough for few applications like gesture-based remote
control [13]. However, vision-based techniques provide a
natural interaction between humans and computers without
using any extra devices [12]. Various features have been
reported in the literature [1–4,14] to represent static hand
gesture including features like statistical moments [1], local-
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ized contour sequence (LCS)[2], block-based feature [3],
Fourier discriminator (FD) [4] and discrete cosine transform
(DCT)-based features [14]. Similarly, a variety of methods
have been reported in the literature [1–3,14,16] to classify
hand gesture including methods like multilayer perceptron
back-propagation (MLP-BP) neural network [1], minimum
distant (MD) classifier [2], fuzzy C-mean (FCM) classifier
[3], k-nearest neighbor classifier (KNN) [14] and radial basis
function (RBF) neural network [16]. However, accurate fea-
ture representation and development of an efficient classifier
are still being a challenging task in developing a static hand
gesture recognition system for real-time application.

This paper presents a vision-based static hand gesture
recognition method which consists of preprocessing, feature
extraction, feature subset selection and classification stages.
The preprocessing stage involves image enhancement, seg-
mentation, rotation and filtering. This work proposes a
rotation-invariant technique by coinciding the first princi-
pal component of the segmented hand gestures with vertical
axes. In the feature extraction stage, this work constructs
a combined feature set by appending LCS feature set with
block-based feature set for a better representation of sta-
tic hand gesture. Genetic algorithm (GA) is used here to
select optimized feature subset from combined feature set
and improves the recognition performance. This work also
proposes an improved version of RBF neural network as a
classifier. RBF neural network [15] is used here because:
(i) Its architecture is very simple, only one hidden layer is
present between input and output layers; (ii) in hidden layer,
localized RBF is used for nonlinear transform of feature vec-
tor from input space to hidden space; (iii) it has universal
approximation and regularization capabilities; (iv) this net-
work is faster and free from local minima problem. In this
work, the centers of the proposed RBF classifier are auto-
matically selected through k-means-based center-selection
algorithm, and the estimated weight matrix is recursively
updated using least-mean-square (LMS) algorithm. For per-
formance evaluation, experiments are conducted on two
indigenously developed databases of 24 American sign lan-
guage (ASL) hand alphabet. The experimental results show
that the performance of the static hand gesture recognition
technique using GA-based selected combined feature sub-
set is superior compared to the individual feature set as well
as combined feature set and the performance of proposed
RBF is better than MLP-BP as in [1] and standard RBF as in
[16]. Experimental results also show that the proposed hand
gesture recognition method provides better performance
compared to existing techniques such as block-based features
with MLP-BP classifier (Block-MLP-BP), LCS features
with MLP-BP classifier (LCS-MLP-BP), combined features
with MLP-BP classifier (Combined-MLP-BP), block-based
features with standard RBF classifier (Block-SRBF), LCS
features with standard RBF (LCS-SRBF), combined features

with standardRBFclassifier (Combined-SRBF),Humoment
invariants with MLP-BP classifier (HU-MLP-BP) [1], DCT
coefficients with k-nearest neighbors classifier (DCT-KNN)
[14] and normalized silhouette distance signal features with
k-least absolute deviations classifier (NSDS-KLAD) [17].

The rest of the paper is organized as follows: Sect. 2 briefly
describes the gesture database. Section 3 explains the pro-
posed gesture recognition method in detail. Experimental
results are discussed in Sect. 4, and finally the conclusions
are given in Sect. 5.

2 Gesture database

Gesture images from two gesture databases are used in this
study, which includes grayscale images for Database I and
color images for Database II. Both databases are indige-
nously developed by capturing static gesture of 24 ASL hand
alphabet images from 10 volunteers using VGA Logitech
Webcam (C120). Each volunteer provides a guide of pos-
tures as appear in the ASL browser developed by Michigan
State University and BGU-ASL DB [3]. Database I consists
of 2400 hand alphabet grayscale images with spatial resolu-
tion of 320 × 240 pixels. Each ASL hand alphabet contains
100 images with 10 samples per volunteer. The ASL hand
alphabets are performed by every volunteer against an uni-
form black background based on different angle, position
and distance from camera under different lighting condi-
tion. Database II also contains 2400ASL hand alphabet color
images with spatial resolution of 320×240 pixels. EachASL
hand alphabet comprises of 100 images; 10 samples are per-
formed by each volunteer against a nonuniform background
with variations of angle, position and size changes under
different lighting condition. This nonuniform background
allows to test robustness of the gesture recognition algorithm.

3 Proposed framework

Theproposed static handgesture recognitionmethod consists
of following four stages: preprocessing, feature extraction,
feature selection and classification.

3.1 Preprocessing

Preprocessing stage of the proposed method comprises of
following steps: image enhancement, segmentation, rotation
and morphological filtering. Figures 1 and 2 show the results
at different steps of preprocessing for a gesture image of
Databases I and II, respectively.

3.1.1 Image enhancement

For grayscale images ofDatabase I, thiswork uses homomor-
phic filtering [18] technique to enhance hand gesture images
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Fig. 1 Results of preprocessing stage for a grayscale image of Data-
base I. a Original gesture image. b Enhanced image. c Otsu segmented
image. d Rotated image. e Morphological filtered image

Fig. 2 Results of preprocessing stage for a color image of Database
II. a Original gesture image. b Enhanced image. c Detected skin color
region. d Final segmented image. e Rotated image. f Morphological
filtered image

by normalizing illumination variation within it. For color
images of Database II, this work utilizes gray world tech-
nique [19] to enhance gesture images by compensating the
variation of light. Figures 1b and 2b represent the results of
image enhancement done by homomorphic filtering and gray
world techniques, respectively.

3.1.2 Segmentation

The objective of segmentation is to extract the hand region
from the background of the gesture image. For grayscale
images of Database I, the hand region of the enhanced ges-
ture image is segmented using Otsu segmentation method
[20]. The result of Otsu segmentation method is shown in
Fig. 1c. For color image ofDatabase II, the hand is segmented
from background of the enhanced gesture image using skin
color detection method in YCbCr color space [21]. In this
work, a pixel is considered as skin pixel if Th < Y < 255,
85 < Cb < 128 and 129 < Cr < 185, where Th is (1/3)
of average Y value of all pixels. The skin color detection
result for hand gesture image is shown in Fig. 2c. From the
detection result, it is observed that the skin color detection
image also contains other skin color objects not belonging

to hand region. Therefore, the hand region is assumed to be
largest connected skin color object, and other detected skin
color objects are filtered out by comparing their area. The
final segmented output is shown in Fig. 2d.

3.1.3 Rotation

In this work, an image rotation technique is proposed tomake
segmented image rotation invariant using the direction of
the first principal component. Stepwise description of the
proposed technique is as follows.

1. First, represent all nonzero pixel position of segmented
gesture as H = [X1, X2, X3, . . . , XM ], where H is the
position vector, Xi = [xi1 yi1]T is the position of i th
nonzero pixelwith respect to the input coordinate system,
and M is total number of nonzero pixels in segmented
gesture.

2. Compute covariance matrix C = (H − X̄)(H − X̄)T,
where X̄ = [x̄1 ȳ1]T is the centroid of the segmented
gesture.

3. Compute eigenvalues and eigenvectors of C , and find
the first principal component. Let, eigenvalues of C are
λ1 and λ2 and corresponding eigenvectors are e1 =
[e11 e21]T and e2 = [e21 e22]T. Since λ1 > λ2, there-
fore e1 = [e11 e21]T is the first principal component of
segmented gesture.

4. Compute the direction of the first principal component
as direction = tan−1(e21/e11).

5. Find the rotation angle between the first principal axes of
the segmented hand gesture and vertical axes.

6. Finally, rotate the segmented hand gesture, so that the first
principal axes of the segmented hand gesture coincide
with vertical axes.

The results of proposed image rotation technique for a image
of Databases I and II are shown in Figs. 1d and 2e, respec-
tively.

3.1.4 Morphological filtering

A morphological filtering [18] technique is applied here to
reduce object noise and to obtain a well-defined smooth,
closed and complete segmented hand gesture. The outputs
of morphological filtering for Databases I and II are shown
in Figs. 1e and 2f, respectively.

3.2 Feature extraction

3.2.1 Localized contour sequence (LCS)

The LCS [2] is selected here as a feature set to represent
hand gesture because it has following important properties:
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(i) It is not bounded by shape complexity of gesture; (ii) it
efficiently represents the gesture contours; and (iii) this rep-
resentation is quite robust with respect to contour noise. This
work uses the canny edge detection algorithm [22] to detect
the edge of the preprocessed hand gesture and a contour
tracking algorithm to track the contour of the edge detected
gesture in the clockwise direction starting from the topmost
left contour pixel. If hi = (xi , yi ), i = 1, 2 . . . , N is the
i th contour pixel in the sequence of N ordered contour pix-
els of a gesture, the i th sample h(i) of the LCS is obtained
by computing the perpendicular Euclidean distance between
hi and the chord connecting the endpoints h[i−(w−1)/2] and
h[i+(w−1)/2] of a window of size w boundary pixels centered
on hi [2]. The duration and amplitude of the LCS are var-
ied from gesture to gesture. Therefore, these are normalized
by setting its duration as the average LCS duration of train-
ing dataset and standard deviation as unity. In this work, the
LCS durations are normalized as 300 and 400 for Databases
I and II, respectively. Note that normalized LCS feature set
is position and size invariant of gesture images.

3.2.2 Block-based features

A bounding box is constructed around hand region of the
preprocessed gesture image [3]. The box is then cropped
and partitioned into blocks. The block-based feature vec-
tor of length V = 1 + Br × Bc is denoted as fb =
( f1, . . . , fi , . . . , fV ), where Br and Bc represent the number
of rows and columns of the block partition. The first feature
of fb represents the aspect ratio of the bounding box, and the
remaining features represent block averages indexed row-
wise from left to right. The bounding box and a restriction
on the height of the static gesture make the block-based fea-
ture vector position and size invariant. The parameters Br and
Bc are chosen through heuristic approach [3]. In this work,
the static hand gestures are represented by feature vectors
of length 13, i.e., (1 + 4 × 3), for Database I and 21, i.e.,
(1 + 5 × 4), for Database II.

3.2.3 Combined features

This work proposes a combined features to represent hand
gesture. Combined features are obtained by appending the
LCS features with the block-based features. This combined
feature set carries contour as well as regional information
of the gesture and provides better representation of the sta-
tic hand gesture compared to only LCS or only block-based
feature sets.

3.3 Feature selection

In this work, GA [23] is used to select optimized feature
subset from combined feature set by removing redundant

f1 f2 f3 fN -2 fN -1 fNfi

1 0 1 0 1 11

f1 f3 fi fN -1 fN

Combined feature set

N  bit chromosome 

selected feature subset

Fig. 3 Feature subset selection using chromosome bit pattern

features. The direct binary coding system as shown in Fig. 3
is used here for feature subset selection.

The detailed procedure for optimum feature subset selec-
tion using GA is given bellow.

1. Initial population: Initially, generate Np number of chro-
mosomes, where each chromosome is a binary bit pattern
of N bits.

2. Feature subset selection: A feature subset is selected as
shown in Fig. 3 for each chromosome bit pattern.

3. Fitness evaluation: For each chromosome, the selected
features are used to train the classifier and corresponding
mean square error (MSE) is calculated. The fitness value
of each chromosome is obtained using fitness function as
in (1),

F = 0.8 × (MSEtrain)
−1 + 0.2 × [abs (N − Ns)] (1)

whereMSEtrain, Ns and [abs(N−Ns)] are trainingMSE,
number of selected features and number of reduced fea-
tures, respectively.

4. Termination criteria: When the termination criteria
(reaching of maximum generation) are satisfied, the
process ends and finds the optimum solution which gives
the maximum fitness value; otherwise, it proceeds with
the next generation.

5. Genetic operation: In this step, the system searches for
better solutions by genetic operations, including selec-
tion, crossover, mutation and replacement.

3.4 Classification

Classification is a crucial and final stage of gesture recogni-
tion method. This work develops a k-mean- and LMS-based
improvedRBFneural network for better classification of ges-
ture images using selected feature vectors. The centers of
the proposed RBF neural network are automatically selected
using k-mean algorithm as presented in Algorithm 1. This
center-selection algorithm selects equal number of centers
for each class of training dataset. Initially, the weights w∗
of the RBF network are estimated using well-known lin-
ear least-square estimation (LLSE) method. The estimated
weights [15] are calculated by (2).

w∗ = (GTG)−1GT t (2)
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Algorithm 1 : Center-selection algorithm.
1: Let s be the number of gesture classes. Initially, set i = 1.
2: Let Di be the training data of i th class and k be the number of clusters

in Di . Initially, set the first k number of samples from training
data Di as centroid of each cluster.

3: Compute the Euclidean distance between each sample of training
data Di and the centroid of each cluster. Assign each sample of
training data Di to the cluster according to nearest centroid.

4: Compute the centroid of each cluster.
5: Repeat steps (3)-(4), until centroid of the each cluster does not

change anymore.
6: Store k number of centroids as centers of RBF neural network for

i th class and set i = i + 1.
7: Repeat steps (2)-(6), until i <= s.
8: Total (k × s) number of centers are selected for s classes.

where GT is the transpose of G; (GTG)
−1

is the inverse
matrix of (GTG); t = [t1, t2, . . . , tl ]T is target vector; and
G = [G1(x), G2(x), . . . ,Gi (x) . . . ,Gm(x)]T is projected
input vector x in hidden space. Note thatGi (x) is the i th hid-
den node (or RBF unit) output and typically, Gi (:) is chosen
as a Gaussian function

Gi (x) = exp

(
− ‖x − ci‖

σ 2

)
i = 1, 2, 3, . . . ,m (3)

where x is an n-dimensional input vector, ci and σi are the
center vector with the same dimension as x and spread factor
of i th RBF unit, respectively, and m is the number of hid-
den node (or number of centers) of the network. To improve
the performance of the proposed technique, this work also
proposes a technique to reduce the error between score-
generated output and actual target at the training phase by
updating the initial estimated weights of RBF network using
LMS algorithm. The proposed weights update technique is
given inAlgorithm2.Theupdatedweightmatrix and selected
centers are stored at the end of training phase and used for
testing purpose.

4 Experimental results and discussions

Performance of the proposed gesture recognition method is
tested on two hand gesture databases. The details of Data-
bases I and II are given in Sect. 2. The gesture recognition
performance is evaluated on the basis of four statistical
indices [24] including classification accuracy (Acc), sensi-
tivity (Sen), positive predictivity (Ppr) and specificity (Spe).
To investigate recognition performance, each database is par-
titioned into training and testing sets (with a total of 1200
randomly selected images of all gestures used for training
and the remaining 1200 images for testing). The experiments
are separately conducted utilizing LCS [2], block-based [3],
combined and selected combined feature sets to evaluate the
recognition performance for each feature sets. This work
uses GA to select optimized feature subset from the com-

Algorithm 2 : The proposed weights update technique.
1: Initially, set number of iterations n = 1.
2: Set data point’s number j = 1.
3: Compute estimated output vector y( j) by multi-

plying estimated weights w∗(n) with G(x). Where
G(x)=[G1(x), G2(x), . . . , Gm(x)]T is projected input vector
x at hidden space.

4: Compute the error vector which can be defined as E1( j) = t( j) −
y( j).Where t and y are separately target vector and estimated output
vector of the network. Assign E(n) = E1( j).

5: Update estimated weights using LMS algorithm [15] as follows

w∗(n + 1) = w∗(n) + ηG(x)E(n)

where, n is iteration number, η is the learning rate parameter. Assign
w∗(n) = w∗(n + 1).

6: Increase j by 1 and repeat steps (3)-(5) until j reaches N . where, N
is the total number of data points.

7: Compute the mean square error which can be defined as MSE(n) =
1
N

∑N
j=1 E

T
1 ( j)E1( j).

8: Increase n by 1 and repeat steps (2)-(7), until MSE(n) is reduced
to 0.0001 or n reach to 10000.

bined feature set. The detailed setting of parameters for GA
is as follows: population size (Np) : 20, crossover proba-
bility (cp) : 0.7, mutation probability (mp) : 0.1, uniform
crossover, roulette wheel selection and elitism replacement.
The length of the chromosome (N ) is taken as same as length
of combined feature set. For Databases I and II, the selected
chromosome length is assigned 313 and 421, respectively.
The maximum number of generation is assigned 50. To com-
pare the gesture recognition performances of the proposed
RBF with MLP-BP as in [1] and standard RBF as in [16],
the experiments are conducted with separate feature sets. In
the proposed classifier, the optimal number of centers and
spread factor are chosen based on the maximizing training
performance. The comparative results of static hand ges-
ture recognition with separate feature sets and classifiers are
shown in Table 1. The cooperative results in Table 1 indicate
that the combined feature set provides better results com-
pared to each of the individual feature sets for both databases
using MLP-BP or standard RBF or proposed RBF classifier.
Therefore, the static hand gesture is better represented by
combined feature set than any of the individual feature sets.
The experimental results also show that GA-based optimized
feature subset selection method selects 135, 161 and 148
numbers of features forDatabase I and175, 214 and228num-
bers of features for Database II usingMLP-BP, standard RBF
and proposed RBF classifier, respectively. Therefore, GA-
based optimum feature subset selection technique reduces
the number of features by more than 48 and 45% for Data-
bases I and II, respectively, which in turn helps to reduce
the feature space complexity. The experimental results also
indicate that the recognition performance improves due to
removal of unwanted features from combined feature set.
The results show that average accuracy, sensitivity, positive
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Table 1 Performance of static hand gesture recognition technique (in %) with separate feature sets and classifiers

Classifier Features Database I Database II

Features
length

Acc Sen Ppr Spe Features
length

Acc Sen Ppr Spe

MLP-BP [1] LCS [2] 300 99.26 91.08 91.25 99.61 400 99.75 97.00 97.07 99.87

Block based [3] 13 98.35 80.17 80.16 99.14 21 99.40 92.83 92.85 99.69

Combined 313 99.39 92.67 92.75 99.68 421 99.79 97.50 97.55 99.89

Selected Combined 135 99.40 92.83 92.91 99.69 175 99.81 97.75 97.82 99.90

Standard RBF [16] LCS [2] 300 99.42 93.08 93.18 99.70 400 99.83 98.00 98.04 99.91

Block based [3] 13 98.97 87.67 88.06 99.46 21 99.72 96.67 96.76 99.86

Combined 313 99.49 93.83 93.96 99.73 421 99.85 98.25 98.28 99.92

Selected Combined 161 99.53 94.33 94.44 99.75 214 99.88 98.50 98.53 99.93

Proposed RBF LCS [2] 300 99.44 93.33 93.43 99.71 400 99.85 98.17 98.20 99.92

Block based [3] 13 99.03 88.33 88.78 99.49 21 99.74 96.83 96.96 99.86

Combined 313 99.51 94.17 94.26 99.75 421 99.91 98.92 98.94 99.95

Selected Combined 148 99.54 94.50 94.58 99.76 228 99.92 99.08 99.10 99.96

Fig. 4 Comparison of TPR and FPR of three classifiers for aDatabase
I and b Database II

predictivity and specificity of the proposed RBF classifier
with selected features are 99.54, 94.50, 94.58 and 99.76%,
respectively, for Database I and 99.92, 99.08, 99.10 and
99.96%, respectively, for Database II which are superior
to the earlier reported results obtained using MLP-BP as in
[1] and standard RBF neural network as in [16] classifier.
The gesture image classification performance of the proposed
RBF, MLP-BP and standard RBF is also studied provisions
of receiver operating characteristic (ROC) curve [25]. On an
ROC curve, false positive rate (FPR) and true positive rate
(TPR) (or sensitivity) are separately plotted on the X and
Y axes. A point in the ROC space is better than other if its
location is closer to the upper-left corner. The comparative
results of proposed RBF, MLP-BP and standard RBF using
selected combined features for Databases I and II are shown
in Fig. 4, and these results indicate that the classification per-
formance of proposed RBF is better compared to MLP-BP
and standard RBF classifier.

To validate the gesture recognition performance of the
proposedmethod using selected combined features with pro-
posed RBF classifier and compare it with other techniques,

experiments are conducted separately on Databases I and
II with a 10-fold cross-validation test. The advantages of
cross-validation are: (i) Test sets are independent, and (ii)
the reliability of the performance results could be improved.
For 10-fold cross-validation test, all of the gesture images
in the Databases I and II are divided into 10 parts, where
each part contains 240 images with 24 ASL hand alpha-
bet, performed by all the users. At each instance, one part
is taken for test dataset and remaining nine parts are served
as train dataset. The overall performances of the proposed
method and other techniques are shown in Table 2. From
Table 2, it is observed that the overall performance of the
proposed method in terms of average accuracy, sensitivity,
positive predictivity and specificity are 99.57, 94.88, 94.87
and 99.78%, respectively, for Database I and 99.90, 98.75,
98.77 and 99.95%, respectively, for Database II. To test
the user-independent performance of the proposed method
and compare it with other existing techniques, experiments
are conducted separately on Databases I and II in another
way with a 10-fold cross-validation test. In this study, all
of the gesture images in the Databases I and II are divided
into 10 parts, where each part contains 240 images with 24
ASL hand alphabet, performed by only one user. Note that
in this study, the gesture images of test dataset are com-
pletely user independent from the gesture images of train
dataset. User-independent overall performances of the pro-
posed method and other techniques are shown in Table 3.
FromTable 3, it is observed that for user-independent test, the
overall performance of the proposed method with respect to
average accuracy, sensitivity, positive predictivity and speci-
ficity are 98.52, 82.25, 82.13 and 99.23%, respectively, for
Database I and 98.97, 87.67, 87.94 and 99.46%, respec-
tively, for Database II. The results in Tables 2 and 3 indicate
that the recognition performance of the proposed method
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Table 2 10-fold
cross-validation test results (in
%) for Databases I and II where
train and test dataset contains
the gesture images of all users

Database Database I Database II

Technique Acc Sen Ppr Spe Acc Sen Ppr Spe

Block-MLP-BP 98.37 80.42 80.32 99.15 99.44 93.25 93.42 99.71

LCS-MLP-BP 99.25 91.00 91.08 99.61 99.77 97.29 97.34 99.88

Combined-MLP-BP 99.41 92.88 92.90 99.69 99.83 98.00 98.01 99.91

Block-SRBF 98.96 87.54 87.78 99.46 99.80 97.54 97.58 99.89

LCS-SRBF 99.42 93.04 93.12 99.70 99.80 97.63 97.65 99.90

Combined-SRBF 99.46 93.50 93.53 99.72 99.85 98.25 98.28 99.92

HU-MLP-BP [1] 94.87 38.42 35.55 97.32 95.63 47.58 46.97 97.72

DCT-KNN [14] 99.26 91.08 91.79 99.61 99.61 95.38 95.49 99.80

NSDS-KLAD [17] 99.15 89.83 89.95 99.56 99.74 96.92 96.96 99.87

Proposed method 99.57 94.88 94.87 99.78 99.90 98.75 98.77 99.95

Table 3 User-independent
10-fold cross-validation test
results (in %) for Databases I
and II

Database Database I Database II

Technique Acc Sen Ppr Spe Acc Sen Ppr Spe

Block-MLP-BP 97.13 65.58 64.11 98.50 98.39 80.67 81.20 99.16

LCS-MLP-BP 98.01 76.13 75.62 98.96 98.67 84.08 83.52 99.31

Combined-MLP-BP 98.27 79.21 78.94 99.10 98.87 86.46 86.33 99.41

Block-SRBF 97.18 66.17 66.56 98.53 98.42 81.04 81.97 99.18

LCS-SRBF 98.08 77.00 76.63 99.00 98.73 84.75 84.72 99.34

Combined-SRBF 98.28 79.33 79.17 99.10 98.92 87.08 87.05 99.44

HU-MLP-BP [1] 94.39 32.63 26.99 97.07 95.13 41.58 35.46 97.46

DCT-KNN [14] 97.91 74.92 76.50 98.91 97.23 66.71 68.56 98.55

NSDS-KLAD [17] 97.75 72.96 73.26 98.82 98.44 81.25 82.51 99.18

Proposed method 98.52 82.25 82.13 99.23 98.97 87.67 87.94 99.46

is better compared to existing techniques such as Block-
MLP-BP, LCS-MLP-BP, Combined-MLP-BP, Block-SRBF,
LCS-SRBF, Combined-SRBF, HU-MLP-BP [1], DCT-KNN
[14] and NSDS-KLAD [17] for both databases. From experi-
mental results, it is also observed that the gesture recognition
performances of the proposed method as well as existing
techniques are reduced during user-independent test. This
is because the hand geometry and flexibility of fingers vary
from user to user and the sign of same gesture also varies
from user to user. From the experimental results, it is also
observed that HU-MLP-BP [1] provides poorer performance
compared to all other methods to recognize 24 ASL hand
alphabet, because it uses 7 Humoment invariants as a feature
set which is unable to distinguish large number of ges-
tures having similar shapes. However, the proposed method
achieves higher recognition performance because it enjoys
following advantages: (i) It uses homomorphic filtering [18]
and gray world [19] techniques to compensate the lighting
variation of grayscale and color gesture images, respectively;
(ii) to segment hand region, this work uses histogram-based
Otsu segmentation algorithm for grayscale image and skin
color detection-based color segmentation technique for color
image; (iii) the proposed image rotation technique makes the

image rotation invariant; (iv) a position- and size-invariant
combined feature set carries contour aswell as regional infor-
mation of the hand gesture; (v) GA is used to select feature
subset by removing unwanted features from combined fea-
ture set; and (vi) an improved version RBF neural network
is used here to classify hand gesture images.

The proposed static gesture recognition method is imple-
mented using MATLAB 7.6.0 (R2008a). The proposed
method uses GA to select optimized feature subset from the
combined feature set; therefore, the training temporal cost of
the proposed model is high. However, temporal cost of test-
ing is low because stored optimized chromosome bit pattern
is used to select feature subset from combined feature set
in testing phase. When the proposed model is executed on a
Intel Core i5 computer, processor 3.20Ghz with 4GB RAM,
Windows 7 platform and as the only application running, it
takes an average execution time of 0.333 seconds for recog-
nition of each test gesture image. Note that both databases are
constructed incorporating the variation of position, rotation
and size of the gesture images under different illumination
conditions. Therefore, the recognition performances of the
proposed method in the above experimental study are invari-
ant of position, rotation and size of the gesture images along
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with illumination invariance. From experimental results in
Table 3, it is observed that the proposed method recognizes
gesture images with an average sensitivity of 82.25% for
Database I and 87.67% for Database II with user indepen-
dence. The proposed model can be used for recognition of
ASL hand alphabet in a real-time environment.

5 Conclusion

This paper presents a novel static hand gesture recognition
method which overcomes the challenges of illumination,
rotation, size and position variation of the gesture images.
This work uses homomorphic filtering and gray world tech-
niques to compensate the illumination variation of the gesture
image and proposes an image rotation technique to make
segmented gesture rotation invariant. The proposed method
explores a combined feature set, by appending LCS feature
set with block-based feature set for better representation of
static hand gesture. This work also uses GA-based optimum
feature subset selectionmethod to remove unwanted features
without reducing performance. In this paper, an improved
version RBF neural network is also proposed to classify hand
gestures using selected combined features. The experiments
are conducted separately on two indigenously developed
databases of 24ASL hand alphabet. The experimental results
show that the combined feature set provides better recogni-
tion performance compared to each of the individual feature
sets. For Databases I and II, the GA-based feature selection
technique reduces more than 48 and 45% unwanted fea-
tures, respectively, which further improves the recognition
performance. The performance of the proposed RBF clas-
sifier is superior compared to MLP-BP and standard RBF
classifier. The performance of the proposed static hand ges-
ture recognition technique which recognizes gesture based
on selected combined features with proposed RBF classifier
is better compared to existing techniques such as Block-
MLP-BP, LCS-MLP-BP, Combined-MLP-BP, Block-SRBF,
LCS-SRBF, Combined-SRBF, HU-MLP-BP [1], DCT-KNN
[14] and NSDS-KLAD [17]. The proposed hand gesture
recognition model can be used as a user-independent recog-
nition system to recognize 24 static ASL hand alphabet with
more than 82% average recognition sensitivity.
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