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Abstract Sign language is the most important means of

communication for deaf people. Given the lack of famil-

iarity of non-deaf people with the language of deaf people,

designing a translator system which facilitates the com-

munication of deaf people with the surrounding

environment seems to be necessary. The system of trans-

lating the sign language into spoken languages should be

able to identify the gestures in sign language videos.

Consequently, this study provides a system based on

machine vision to recognize the signs in continuous Persian

sign language video. This system generally consists of two

main phases of sign words extraction and their classifica-

tion. Several stages, including tracking and separating the

sign words, are conducted in the sign word extraction

phase. The most challenging part of this process is sepa-

ration of sign words from video sequences. To do this, a

new algorithm is presented which is capable of detecting

accurate boundaries of words in the Persian sign language

video. This algorithm decomposes sign language video into

the sign words using motion and hand shape features,

leading to more favorable results compared to the other

methods presented in the literature. In the classification

phase, separated words are classified and recognized using

hidden Markov model and hybrid KNN-DTW algorithm,

respectively. Due to the lack of proper database on Persian

sign language, the authors prepared a database including

several sentences and words performed by three signers.

Simulation of proposed words boundary detection and

classification algorithms on the above database led to the

promising results. The results indicated an average rate of

93.73 % for accurate words boundary detection algorithm

and the average rate of 92.4 and 92.3 % for words recog-

nition using hands motion and shape features, respectively.

Keywords Pattern recognition · Sign language · Persian

sign language · Continuous sign language recognition ·

Hand gesture recognition

1 Introduction

Sign language (SL) is a coherent and known nonverbal

language of human [1]. The systematic characteristics of

sign language as well as the possibility of facilitating the

communication of deaf people in cyberspace are among the

most important factors attracted the attention of many

researchers to design a translator system to convert SL to

spoken ones [2–4]. So far, two categories of methods for

designing such a system have been reported including

methods based on the use of gloves equipped with motion

sensors [5, 6] and the rest based on machine vision tech-

niques [2–4]. In practice, glove-based methods did not

receive much attention due to the problems caused by the

limitations in their motion and unpleasant nature of gloves

[4]. The methods based on the machine vision techniques

are, however, more convenient as they do not need any

special equipment, such as particular gloves.

The performance of machine vision-based SL recogni-

tion strongly depends on the type of features involved in

the system. These features must be extracted in an appro-

priate way to be able to distinguish various signs in SL

sentences. The main distinctions, which were considered
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for the SL recognition, include hand motion trajectory

[7, 8] and hand shape [9–12]. The hand motion trajectory is

a set of mass centers of hands describing hands motion

[13]. The hand motion trajectory can be evaluated based on

the first frame [14] or the position of a body part of the

signer [15, 16]. Motion features, such as the direction and

velocity of hand motion, can also be derived from the

hands motion trajectory. Since a significant number of

signs cannot be describable by only the motion features, for

the recognition of such signs, hand shape features are also

required. In [10], a hand active contour model was intro-

duced to extract hand shapes features. Fourier descriptors

are another feature extractors that were considered to

extract hand shape features [9, 11].

Another characteristic of the signs is the variation of their

total number of frames that should be considered in the

classification stage [9, 11]. This characteristic was reported

in the signs classification algorithm based on neural network

suggested in [17] and [18]. Hidden Markov model-based

approach is another method to classify the signs with dif-

ferent length [2–4]. In [16, 19], first the signs were modeled

by using subunit concept and then were classified by hidden

Markov models (HMM). Semi-HMM was proposed in [20],

where the status of a trained model is hidden and the rest are

visible. Most studies on the SL recognition have been con-

ducted on isolated signs while there have been few studies on

the continuous SL video recognition. To the best knowledge

of the authors of this article, there is no report on the con-

tinuous Persian sign language (PSL).

In a SL recognition system, it is required that the sequence

of continuous video to be decomposed into the signwords. In

terms of speed and accuracy, the decomposition process is a

challenging task. In [32], to separate sign words, a method

based on an adaptive threshold model and conditional ran-

dom fields has been reported. In [33], the transition between

the signs is modeled and the most probable transition can-

didate was chosen using Viterbi algorithm. In [21], by

dividing signs into static and dynamic parts, some techniques

were exploited to extract the sign words.

In the methods mentioned above, for the purpose of sign

modeling, it is necessary to use all the frames inside or out-

side a sign word. Moreover, many of these methods are

database-dependent [21, 32, 33] and it is thus required to

create a comprehensive database of SL words and sentences.

The main objectives to carry out our research were to

develop a PSL recognition system and to address the prob-

lems stated above. Based on the authors’ knowledge, there is

no any reported work on the continuous PSL and thus

developing such system can be very useful. The algorithm of

boundary detection of sign words is an important contribu-

tion of our work. Decomposition of SL sentences into the

sign words is a challenging task. In the proposed algorithm,

we consider the trajectory of hand motion beside of hand

shape features, this combination and arrangement are new. In

this algorithm, the concept of subunit was exploited. This

concept has already been reported for the recognition of

isolated signwords, but by association of hand shape features

we augmented the subunit concept to decompose continuous

PSL sentences into the isolated sign words. The proposed

method for the sign words boundary detection does not

require significant knowledge of signs and therefore, to

detect the boundaries, there is no training stage, leading to

less computational cost.

To examine the proposed algorithms, a databases of

continuous PSL sentences and isolated sign words were

created by authors. Then, several simulation trials and

comparisons were conducted and the results are presented

in this paper which can be informative for future research

on SL and PSL.

In what follows, first a brief summary of the proposed

method is described and then the algorithm of the words

boundary detection is presented in Sect. 3. The details of

the proposed algorithm for classification are then discussed

in Sect. 4. Experimental results are evaluated in Sect. 5.

Finally, conclusions will be drawn in Sect. 6.

2 Overview of proposed method

The block diagram shown in Fig. 1 illustrates the con-

ceptual procedure of various stages of the proposed

method. At the tracking stage, hands and head are detected

in PSL video based on a skin color model. To do that, skin

pixels are separated from non-skin pixels using a trained

elliptical skin model. After removing the noise, to enhance

the accuracy of the tracking method in particular states

including losing the hands motion trajectories due to

overlapping, an algorithm using neural network was

exploited to classify these states, proposed by authors and

presented in [22]. The distance between two hands and also

their distance from face were considered as the inputs of

the neural network, and the outputs were the particular

states classes. Figure 2 shows an example of the output of

the tracking stage.

Sign words extraction

Signs classification

Tracking

PSL video

Fig. 1 Conceptual block diagram of the proposed method
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After segmentation of hands from continuous PSL video

sequences, the hands motion trajectories are extracted. In

the consequent sign words extraction stage, using the fea-

tures of trajectories and hand shapes the sign words

boundaries are detected. These words are then recognized

in the signs classification stage.

3 Extraction of sign words boundaries in PSL
video

The aim of the sign words extraction stage is to decompose

continuous PSL video sequence into the sign words. This is

achieved by accurate detection of the words boundaries. To

do so, hands shape and hands motion acceleration features

were used, as illustrated in Fig. 3. Three shape features

extractors including Fourier descriptors [23], Hu moments

[24] and Zernike moments [26] were exploited in this

work. All these descriptors are required to be normalized.

For appropriate use of Zernike moments in our algorithm, a

new normalization procedure is presented. The normal-

ization of the descriptors is briefly described in the next

section. Then, motion-dependent features including hand

motion features and dynamic time warping (DTW) are

presented. Then, the results of examination of words

boundary detection algorithm on the PSL database are

presented.

The experimental results of examination of the words

boundary detection algorithm on the PSL database are

presented. The results demonstrate that the algorithm is

able to decompose the continuous PSL video into the sign

words using acceleration features and the similarities of the

hand shapes in the signs. To process the video sequences

with different numbers of frames, it is required to compare

them based on the feature vectors with various lengths. For

this purpose, the DTW value is used.

3.1 Shape features normalization

The proposed algorithm for the sign words boundary

detection requires that the shape feature extractors are in-

variant to translation, rotation and scale. Among these

feature extractors, Hu moments [25] are inherently nor-

malized to rotation, scaling and translation. To normalize

the Fourier descriptors, an algorithm based on [25] was

exploited. The magnitude of the Zernike moments [26] is

rotation invariant. For normalizing of Zernike moments to

translation, it is initially required that the coordinate system

translates to the mass center of the signer’s hand and then

using the proposed scale normalization parameter, all the

hand pixels are mapped into the unit circle with a margin of

safety.

Xnew; Ynewð Þ ¼ Xold � m10

m00

� �
k ; Yold � m01

m00

� �
k

� �
ð1Þ

where m01 and m10 are the zeroth and the first moments

[24], respectively. In this research, an algorithm is exper-

imentally proposed for scale normalization for the SL

recognition. For this, the hand shape is normalized

according to the reference head shape in the SL videos. The

scale normalizing parameter can be described as k ¼ k0kN,
where the parameter λN is given by:

kN ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Number of head pixels in the reference binary frame

Number of head pixels in a typical binary frame

s
:

ð2Þ
In this equation, the number of head pixels in the ref-

erence frame is set to 74 pixels and the parameter λ0 is

experimentally obtained by mapping a reference hand

shape into the unit circle and is set to 0.7125. Figure 4,

shows an example of normalization of a typical frame with

respect to the reference frame. In this example, the number

of head pixels in the typical frame is 292, so λN is equal to

7.62.

In our study, a 26-dimensional Zernike moments feature

vector including all the repetitions between the order of 3

and 9 was used, as illustrated in Table 1.

Fig. 2 An example of tracking output [22], up: a frame of PSL video,

down: extracted binary hand shapes and mass centers

Hand shape features Motion features extraction 

Sign words boundary detection algorithm 

Sign words extraction 

Fig. 3 Conceptual block diagram of sign words extraction in PSL

video using hand shape and motion features
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3.2 Motion features

The extraction of spatial features with regard to their

temporal variation can be vital in video processing. The

variation of the mass centers of hands across the time axis

provides the hands motion trajectory, expressed by Rt

indicating points of motion trajectory. Accordingly, the

motion velocity Mt and acceleration At in the tth frame are

determined by [27]:

Mt ¼ Rt � Rt�1k k ð3Þ
At ¼ Mt �Mt�1 ð4Þ

Figure 5 illustrates an example of the motion trajectory,

velocity and acceleration in the PSL sentence, “we are all

descended from Adam.” As another example, Fig. 6 shows

the motion trajectory and acceleration at various repetitions

of a PSL sentence, “God loves all people.” It can be seen

that all the repetitions of a SL sentence are similar in terms

Fig. 4 Normalization of a PSL typical frame using a reference frame, down-right normalized hand shape, down-left a reference hand shape
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of motion trajectory and acceleration. Hence, the motion

features can be exploited to describe the sign differences

and their similarities.

3.3 DTW algorithm

DTW algorithm is an appropriate method for quantitative

comparison of two sequences of feature vectors with varied

length. Since the feature vectors of PSL video sequences

are varied in length, their comparison was conducted using

DTW. For two video sequences, suppose that for the first

video X = (x1, x2,…, xβ) includes feature vectors of β
frames with the indexes of i = 1,2, …, β, and for the second
one Y = (x1, x2,…, xα) includes feature vector of α frames,

where α = 1,2,… α. Warping path among these videos can

be represented by P as below [28]:

P ¼ p1; p2; . . .; pk ; . . .; pKf g max b; að Þ�K� bþ a� 1;
k ¼ 1. . .K

ð5Þ
Each element of pk shows a point (ik, jk). The warping

cost, P, is defined as:

WCðP;X ; Y Þ ¼
XK
k¼1

dðpkÞ ¼
XK
k¼1

jjxik � yjk jj ð6Þ

The DTW value will then be determined by selecting the

best path that minimizes the warping cost.

3.4 Words boundary detection algorithm

For the recognition of sign words within continuous video

PSL, the video must initially be decomposed into the iso-

lated PSL signs. A method was presented in [27] based on

decomposing isolated signs words into subunits using

motion feature. In our study, the concept of the subunits is

extended to a generalized approach for the purpose of

words boundary detection. In this approach, zero crossing

of hand motion acceleration is considered as the appro-

priate candidate of the words boundary. However, as it can

be observed in the example shown in Fig. 7, zero crossing

also occurs within the words in the sentence and thus the

number of subunits for each word varies between 2 and 5.

Hence, there is an ambiguity to detect precise words

boundaries based on only the subunit concept.

In our work, the features of right hand shape during per-

forming the signswere used. Figure 8 shows some samples of

the PSL signs. It can be seen that while the right hand

Fig. 5 Up motion trajectory of the right hand for a sample sentence

of PSL, “We are all descended from Adam,” middle hand motion

velocity, down hand motion acceleration

Table 1 Combination of Zernike moments consisting of all repeti-

tions between order 3 and 9

Order Aab components based on order and repetition

a = 3 b = 1 b = 3

a = 4 b = 0 b = 2 b = 4

a = 5 b = 1 b = 3 b = 5

a = 6 b = 0 b = 2 b = 4 b = 6

a = 7 b = 1 b = 3 b = 5 b = 7

a = 8 b = 0 b = 2 b = 4 b = 6 b = 8

a = 9 b = 1 b = 3 b = 5 b = 7
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translates or rotates over various frames, its shape does not

change significantly. The validity of this assumption was

verified by calculation of three shape feature extractors over

our database and was observed that these extractors for right

hand shape variation in consecutive subunits of a specific

PSL sign were approximately invariant in terms of rotation,

translation and scale. It must be, however, noted that the

shape feature extractors are able to detect significant changes

in the hand shape and therefore they are able to identify the

boundary between inside and outside of a sign.

Fig. 6 Three repetitions of a PSL sentence, “God loves all people,” left hand acceleration, right hand motion trajectory
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Using the features discussed in this section, the algo-

rithm for words boundary detection was proposed. The

main stages of the proposed algorithm are illustrated in

Fig. 9. First, using the zero crossings of hand motion

acceleration, PSL video is decomposed into the subunits

{S1, S2, …, Si, Si+1,…,Sn}, where Si is a subunit and n is the
number of subunits for each video sequence. Then, the

sequences of the hand shape feature vectors {FS1, FS2, …,

FSi, FSi+1, …, FSn} for all subunits are calculated, where

FSi is a sequence of hand shape feature vector of subunit

Si. In fact, the dimension of each feature vector depends on

the type of the shape feature extractor. For the Fourier

descriptors, Hu and Zernike moment the length of feature

vector is 16, 7 and 26, respectively. Factually, the length of

each sequence is also varied with regard to the number of

frames for each subunit. To calculate the distance between

Fig. 7 Zero crossing and word

boundaries are marked in the

hand motion acceleration curve

of a sample PSL sentence, “We

work from morning to night”

Fig. 8 Some examples of PSL signs which indicate hand shape changes during performing of the signs
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two feature vector sequences of hand shapes for two sub-

sequent subunits Si and Si+1, DTW (FSi, FSi+1) is

calculated. To be a correct word boundary, the DTW value

must be greater than a threshold value, THD. Otherwise,

the subunits Si and Si +1 belong to the same sign and the

boundary between them is not correct. Thus, this boundary

is ignored and the next boundary will be processed. More

precisely, DTW (Si, Si+1) with a value greater than THD

means that a significant change occurred in the hand shape

and that the boundary within the subunits is an appropriate

candidate for the correct words boundary. The threshold

THD is dependent to the type of shape features extractor,

the length of the subunits and the number of subunits which

are processed. The value of THD is experimentally deter-

mined. Eventually, sign words are separated from the SL

video sequence using the proposed algorithm. An example

of word boundary detection and sign words extraction in a

PSL sentence, “we are all descended from Adam” (In

Persian: میتسهمدآلسنزاامهم ), is demonstrated in Fig. 10.

4 Signs classification

After decomposing the PSL video sequences into the sep-

arated words, it is required that to classify and recognize

the extracted words. In this study, signs are recognized

based on the hand motion and hand shape features. That is,

two different classifiers were exploited for isolated sign

words recognition. For classification based on the motion

features, hidden Markov model (HMM) was used and for

classification by hand shape features a hybrid KNN-DTW

algorithm was developed. In this section, the classification

algorithms are briefly explained.

4.1 Classification based on motion features

This part is devoted to a brief description of the classifi-

cation based on HMM. In a system with N states, in a

discrete space–time domain, assume that the state of model

at the time t is qt. The state of this system may change

Di > THD

Si  

PSL video

Hand motion 
acceleration 
extraction

Di=DTW (FSi , FSi+1)

The boundary between Si

and Si+1 is correct boundary 
between the sign words

The boundary between Si and 
Si+1 is not correct boundary 

between the sign words

Ignore the boundary 
between Si and Si+1 and 

process the next one (Si+1 

and Si+2)  

NO

Sn  S1

FS1 FSn

Si+1

Feature vector sequence, FSi Feature vector sequence, FSi+1

YES

Si

Fig. 9 Sign words boundary

detection procedure
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descended)نسل(from

PSL sentence video, "we are 
all descended from Adam"

همه ما از نسل آدم هستيم")("

Right hand motion acceleration extraction

Decomposition of PSL video to subunits based on zero crossing

Fs1 FS2 FS3 FS4 FS5 FS6 FS7 FS8 FS9 FS1

Merging the subunits (sequences of hand shape feature vectors) belonging to the same signs

FS1 FS1

all)همه( we)ما( Adam)آدم( are)هستيم(

Fig. 10 Procedure of sign words extraction in a PSL sentence video, “we are all descended from Adam” (“ میتسهمدآلسنزاامهمه ”)
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according to the probability assigned to each state. If the

model is described by the transition of consecutive states, it

is known as a first-order left to right Markov model [29], as

shown in Fig. 11.

A HMM is described by λ = (A, B, πi), where A specifies

the probability of transition states, B is the probability

distribution of observation symbols, and πi represents the

initial state probability. For the optimal estimation of the

model’s parameters, HMM must be trained for each sign

word. Hence, appropriate training data are required for

training.

In order to classifying the signs, the sequence of the

signs should be converted to observation symbols. For this,

the features extracted from hand motion trajectory

including the location of mass center of hand in each frame

and motion direction of hand in two consecutive frames

were used. In this study, using the combination of possible

motion directions of the right hand and possible locations

of mass center of right hand, the total number of 256

observation symbols was created, including 16 directions

and 16 locations, as illustrated in Figs. 12 and 13, respec-

tively. An example of the sequence of symbols is shown in

Fig. 14. To recognize a test sequence, after converting it to

observation symbols, a trained HMM with the maximum

probability score is chosen as the proper class for the test

sample. In this study, first-order HMM with four states was

used for classification based on motion features. In the

training stage, Baum-Welch algorithm [30] and for the

recognition of test samples, forward algorithm [29] was

used.

4.2 Hybrid KNN-DTW classification algorithm
using hand shape features

For the classification of the extracted words using hand

shape features, a hybrid KNN-DTW algorithm [31] was

used. In this algorithm, the points and distance in the

conventional k-nearest neighbors (KNN) are replaced by

sequences of extracted sign words and the DTW value,

respectively. Therefore, for a test sequence, k-nearest
sequence is selected from the training sequences and then

the test sequence is classified with respect to the class with

the most repetition in the k selected sequences relating to

the test sequence. The procedure of the hybrid KNN-DTW

algorithm can be summarized as follows:

1. Finding all DTW distances between the test sequence

and the training sequences based on one of the three

shape feature vectors.

2. Choosing k training sequences with the lowest DTW

distance to the test sequences.

3. Investigating the class labels of the k training

sequences.

4. Sorting the classes based on the repetition.

5. Test sequence belongs to the class with the most

repetition in the k selected training sequences.

5 Experimental results

The proposed continuous PSL sign recognition algorithm

consists of two main phases of sign words extraction and

classification which are evaluated in this section. As pre-

viously stated in this paper, the nature of the mythology for

these two parts is different. The sign words extraction stageFig. 11 First-order left to right hidden Markov model

Fig. 12 Possible motion directions of the right hand used for creating

the observation symbols

Fig. 13 Possible locations of the right hand used for creating the

observation symbols
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has, however, direct impact on the words classification

results. It is also obvious that without a correct sign words

extraction, the recognition stage cannot correctly be

examined. Thus, for the verification purpose, they were

independently examined. The multiplication of the rates in

the two stages may then be considered as approximate

overall performance rate.

5.1 Sign words extraction results

To verify the accuracy of the proposed algorithm for

accurate word boundary detection, 15 repetitions of 20

different sentences of PSL performed by three signers are

considered as the database, and totally, 300 PSL sentences.

Table 2 shows the total average rates of the proposed

algorithm and the computational cost obtained by exami-

nation of the sign words extraction algorithm on the PSL

sentences. The detection rate in this table indicates the

average percentage of the accurate words boundary

detection of all sentences. The results in the tables illustrate

that the Zernike feature extractors led to the accuracy rate

of 93.72 % in detecting the correct words boundaries.

However, Hu moments give a better computational cost,

while it still results in a promising boundary detection rate.

5.2 Sign words classification results

In general, deaf people convey their meaning in two ways,

using hand motions or hand shapes. All signs are usually a

combination of hand shapes and motions. Nevertheless,

one of them is more important. In some signs, hand motion

is more noticeable. In other words, the signers more focus

on the type of motion, while in some signs signer may

more focus on the accurate performing of the hand shape.

To assess the classification algorithms on signs either with

shape or motion emphasis, due to the lack of proper PSL

database, a database consisting of 46 Persian sign words by

three signers, 90 repetitions and the total number of 4140

samples of PSL words were created. In the database, 26

signs out of 46 signs were with noticeable motion emphasis

and the other 20 signs performed with remarkable hand

shape emphasis. Tables 3 and 4 demonstrate the results of

the average recognition rates for these two groups of signs.

Table 5 indicates the computational costs of the classifi-

cation algorithms. According to theses tables, the best

results for motion-emphasized signs are 92.4 %, achieved

by HMM classifier. The best rate for the hand shape-em-

phasized signs is 92.3 %, obtained by KNN-DTW classifier

and Zernike moments feature extractors. With regards to

the simulation results, it can be concluded that the HMM

classifier led to promising results for motion-emphasized

signs; it is also faster than KNN-DTW algorithm, while

classification based on hand shape features gives accept-

able results for both groups of signs.

In this study, all simulations were performed on a PC

(Intel processor, Core i7, 2.53 GHz, 8 GB RAM) and the

algorithms were coded in MATLAB 2012b, 64 bits.

6 Conclusion

This paper presented an algorithm for words boundary

detection and recognition of the continuous PSL video. For

this purpose, an algorithm was proposed which is able to

decompose PSL video sequences into the sign words. For

the proper operation, this algorithm does not require

learning of complex grammatical and lexical rules of PSL.

The simulation results on the PSL database demonstrate the

maximum rate of 93.73 % for sign words boundaries

detection using Zernike moments. In the classification

stage, two types of classifiers were examined on a rela-

tively large PSL database created by the authors. For the

Location number: 10
Direction number: 13
Symbol number: 173

Location number: 6
Direction number: 13
Symbol number: 109

Location number: 6
Direction number: 13
Symbol number: 109

Fig. 14 Example of observation

symbols derived by the

combination of mass center

locations and hand motion

directions

Table 2 Overall average rates

of proposed algorithm for sign

words extraction

Hand shape feature extractor Detection rate (%) Computational cost (ms)

Zernike moments 93.73 21

Hu moments 88.83 16

Fourier descriptors 83.12 18
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classification based on the motion features HMM and for

the classification based on hand shape features, hybrid

KNN-DTW algorithm was exploited. The results indicate

that the classification of signs with evident motion

emphasis was more successful by using motion features

and HMM classifier, while the classification of the signs

with noticeable hand shape emphasis led to the better

results using hand shape features and hybrid KNN-DTW

algorithm.
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