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A Review on Facial Expression Recognition: Feature Extraction and Classification

Xiaoming Zhao and Shiqing Zhang

Institute of Image Processing and Pattern Recognition, Taizhou University, Taizhou, Zhejiang, China

ABSTRACT
Facial expression recognition (FER) is currently a very active research topic in the fields of computer
vision, pattern recognition, artificial intelligence, and has drawn extensive attentions owing to its
potential applications to natural human�computer interaction (HCI), human emotion analysis,
interactive video, image indexing and retrieval, etc. This paper is a survey of FER addressing the
most two important aspects of designing an FER system. The first one is facial feature extraction for
static images and dynamic image sequences. The second one is facial expression classification.
Conclusions and future work are finally discussed in the last section of this survey.
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1. Introduction

Facial expression is an important mode of expressing
and interpreting emotional states and mental states of
human beings. In early psychology, Mehrabian [1] has
found that only 7% of the whole information human
expresses is conveyed through language, 38% through
speech, and 55% through facial expression. Therefore,
through facial expression a large amount of valuable
information can be obtained so as to detect human
beings’ consciousness and mental activities. Facial
expression recognition (FER) aims to develop an auto-
matic, efficient, accurate system to distinguish facial
expression of human beings so that human emotions can
be understood through facial expression, such as happi-
ness, sadness, anger, fear, surprise, disgust, etc. During
the last two decades, automatic FER has attracted grow-
ing attentions in many fields such as computer vision,
pattern recognition, and artificial intelligence, owing to
its potential applications to natural human�computer
interaction (HCI), human emotion analysis, interactive
video, image indexing and retrieval, etc.

Generally, a basic FER system is comprised of two major
steps: facial feature extraction, and facial expression clas-
sification. As a result, this paper only focuses on giving
recent advances on these two steps, i.e. facial feature
extraction, and facial expression classification on FER
tasks. Although some previous work [2�4] on reviewing
FER exist in the last decades, this paper aims to present a
recent advance, especially from 2013 to 2015, on FER.
Additionally, we performed FER experiment to present a
comparative analysis of different classification methods.

Finally, we identify several challenges in this area and
put forward recommendations for future research.

The rest of this paper is organized as follows. In Section 2,
facial feature extraction methods are introduced. In
Section 3, facial expression classification methods are
reviewed. In Section 4, performance comparison with
experimental results are provided. Finally, conclusions
and discussion are presented in Section 5.

2. Facial feature extraction

Facial feature extraction is to extract facial features from
the input face images to effectively represent facial expres-
sion. According to different types of input images, facial
feature extraction methods can be divided into two cate-
gories. One is these facial feature extraction methods for
static images without variations. The other is these facial
feature extraction methods for dynamic image sequences.

2.1. Facial feature extraction methods for static
images

For static images, there are two types of facial feature
extraction methods: geometric feature-based methods
and appearance-based methods.

2.1.1. Geometric feature-based methods
It is known that a face is composed of eyebrows, eyes,
brows, nose, mouth, chin, and so on. These organs’ size,
shape, direction, and position affect the generation of
facial expression. Therefore, geometric features are able
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to depict the shape and locations of facial components
such as mouth, nose, eyes and brows. The main purpose
of geometric feature-based methods is to use the geomet-
ric relationships between facial feature points to extract
facial features. However, extracting geometric features
usually requests an accurate feature point detection tech-
nique. This is difficult to implement it in real-world
complex background. In addition, geometric feature-
based methods easily ignore the changes in skin texture
such as wrinkles and furrows that are important for facial
expression modelling.

There are three typical types of geometric feature-based
extraction methods: active shape models (ASM), active
appearance models (AAM), as well as scale-invariant fea-
ture transform (SIFT). The details for ASM, AAM, and
SIFT are described below.

ASM: Active shape model (ASM) proposed by Cootes et
al. [5] is a feature-matching method based on a statistical
model. An ASM is comprised of a point-distribution
model (PDM) learning the changes of valid shapes, and
a number of flexible models capturing the grey levels
around a number of landmark feature points. Figure 1
shows an example with the ASM feature extraction
method in [6], defined by 58 facial landmark feature
points. The ASM method includes two steps. First, shape
models are built from the training samples with some
annotated landmark feature points. Then, local texture
models for each landmark feature point are also built.
Second, according to the two building models, an itera-
tive search procedure to deform the model example can
be finished. Shbib and Zhou [7] used the geometric dis-
placement among the projected ASM feature point coor-
dinates and the mean shape of ASM as facial features for
FER. In recent years, Anderson et al. [8] presented an
enhanced version of ASM called active shape and statisti-
cal models (ASSM) for face recognition, which has
potential applications for FER.

AAM: Active appearance model (AAM) was developed by
Cootes et al. [9] in 2001. AAM essentially extends ASM
by capturing the shape and texture information jointly. In
detail, AAM first builds a statistical model based on train-
ing data for statistical analysis, and then employ this sta-
tistical model to implement fitting calculation for testing
data. Different with ASM, AAM not only takes advantage
of the global shape and texture information, but also con-
ducts statistical analysis on local texture information so as
to find out the relationships between shape and texture
information. Cheon and Kim [10] presented an FER
method by using differential-AAM and manifold learning.
First, the difference of AAM parameters between the
input images and the reference images (such as neutral
expression images) is calculated to extract the differential-
AAM features (DAFs). Second, manifold learning meth-
ods are used to embed the DAFs on the smooth and con-
tinuous feature space. Finally, the input facial expression
is identified. Recently, several advanced versions of AAM
have been also developed, such as histogram of oriented
gradient (HOG)-based AAM [11], dense-based AAM
[12], regression-based AAM [13]. It is an interesting task
to investigate the performance of these recently-developed
AAM variants on FER.

SIFT: Scale-invariant feature transform (SIFT) is a local
image descriptor for image-based matching proposed by
David Lowe [14,15]. The SIFT features are invariant to
image scaling, translation, and rotation, and partially
invariant to illumination changes and affine or three-
dimensional (3D) projection. Figure 2 gives an example
of the SIFT feature extraction method used in Berretti et
al.[16], in which they took facial landmarks located in
important morphological regions of the face as key
points, and then the SIFT feature extractor was imple-
mented on these located key points in order to obtain
the SIFT descriptor. Recently, Soyel and Demirel [17]
gave a discrimination of scale-invariant feature

Figure 1: The used ASM feature extraction method in [6] based
on 58 facial landmark feature points.

Figure 2: The used SIFT feature extraction method in [16]. (a) A
sample image, and the lines along which the 85 additional land-
marks were located. (b) Number of landmarks for every face com-
ponent they belong to.
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transform (D-SIFT) method, which can effectively make
decisions on the overall appearance features. Li et al. [18]
presented a new scale-invariant feature transform called
GA-SIFT for multispectral image using geometric alge-
bra (GA). At first, based on the theory of the GA, a novel
representation of multispectral images with spectral and
spatial information was presented. Second, finding the
scale space of a multispectral image was given. Third,
similar to SIFT, GA-based difference of Gaussian images
were obtained. Finally, the feature points can be detected
and described based on the theory of GA.

2.1.2. Appearance-based methods
Appearance-based methods aim to use the whole-face or
specific regions in a face image to reflect the underlying
information in a face image, especially the subtle changes
of the face, such as wrinkles and furrows. So far, there are
mainly two representative appearance-based feature
extraction methods, i.e. local binary patterns (LBP) [19]
and Gabor wavelet representation

LBP: Local binary pattern (LBP) [19] is an effective tex-
ture description operator, which can be used to measure
and extract the adjacent texture information in an image.
The advantage of using the LBP operator is that the LBP
operator has a good rotation invariance and grey invari-
ance, and overcomes the problems of disequilibrium dis-
placement, rotation and illumination in an image.
Moreover, the LBP operator has a relatively simple calcu-
lation. Figure 3 shows an example of the LBP feature
extraction for FER, as described in [20]. The used LBP
feature extraction method in [20] contains three crucial
steps. At first, a facial image was divided into various
non-overlapping blocks. Second, LBP histograms were
worked out for each block. Third, the block LBP histo-
grams were concatenated into a single vector represented
by the LBP code. In our previous works [21,22], we
investigated the performance of the LBP operator with
dimensionality reduction methods such as local fisher
discriminant analysis on FER tasks. In recent years,
some variants of the LBP operator can be found in the
literature [23]. Till now the typical LBP variants contain
volume local binary patterns (VLBP) [24], LBP on three

orthogonal planes (LBP-TOP) [24], local directional pat-
terns (LDP) [25], local transitional patterns (LTP) [26],
and so on. Recently, Li et al. [27] has proposed the poly-
typic multi-block local binary patterns (P-MLBP) for
fully automatic 3D FER. The P-MLBP involves both the
feature-based irregular divisions to accurately represent
the facial expression, and integrate the depth and texture
information of 3D models to enhance facial features.

Gabor: Gabor wavelet representation [28] is a classical
method to extract facial expression features. In detail, an
image is filtered by a set of filters, and the filtered results
can reflect the relationship (gradient, texture correlation,
etc.) between local pixels. Gabor wavelet representation
method has been widely used for facial expression fea-
ture extraction. It is able to detect multi-scale, multi-
direction changes of texture, and has a little impact on
illumination changes. Figure 4 presents an example of
Gabor wavelet representation used in [28], in which the
total 18 Gabor kernels at three scales and six orientations
were employed. Liu et al. [29] proposed an FER method
based on Gabor wavelet features and kernel principal
component analysis (KPCA). In this scheme, they used a
local Gabor filter to replace the traditional Gabor filter,
resulting in the fact it can speed up the computation
speed. Gu et al. [30] performed FER by using the radial
encoding of local Gabor features and classifier synthesis.
In this study, the input images were first subjected to
local, multi-scale Gabor-filter operations, and then the
resulting Gabor decompositions were used to be encoded
with radial grids. Recently, Owusu et al. [31] presented a
neural-AdaBoost-based FER system in which Gabor fea-
ture extraction techniques were used to extract a large
number of facial features representing various facial
deformation patterns.

Figure 3: The used LBP feature extraction method in [20]. Figure 4: The Gabor wavelet representation method used in [28].
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2.2. Facial feature extraction methods for dynamic
image sequences

Dynamic image sequences reflect the continuous process
of facial expression movements. Facial expression fea-
tures for dynamic image sequences are mainly repre-
sented by deformation and facial muscle movements. At
present, two popular feature extraction methods for
dynamic image sequences are given as follows: optical
flow, and feature point tracking.

2.2.1. Optical flow
Negahdaripour [32] redefines the optical flow method as
geometry and radiation changes of dynamic images. The
basic principle of the optical flow method is that each
pixel in an image is assigned to a velocity vector. These
velocity vectors form a motion field for an image. In a
motion moment, the image point corresponds to the
actual object point. The optical flow method has an obvi-
ous advantage, that is, the optical flow not only carries
the motion information of the target, but also has the
rich information about the 3D structure of the target. In
the field of FER, the optical flow method is widely used
to extract facial expression features from dynamic image
sequences since it highlights facial deformation and
reflects the motion trend of image sequences. Figure 5
shows an example of the optical flow feature extraction
method used in [33], which was performed on two facial
expression sequences. Lien [33] analysed holistic face
motion by means of wavelet-based multi-resolution
dense optical flow, and then figured out PCA-based-
eigenflows both in horizontal and vertical directions for
a compacter representation of the resulting flow fields.

Yacoob et al. [34] used the optical flow field and the gra-
dient field between successive frames to represent the
temporal and spatial variations of images. Then, accord-
ing to the changes of the motion vectors of features, the
facial muscle movements were calculated to classify dif-
ferent expression. S�anchez et al. [35] compared systemat-
ically two optical flow-based methods for FER. One was
featural and aimed to select a reduced set of highly dis-
criminant facial points. The other was holistic and used
much more points that were uniformly distributed on
the central face region.

2.2.2. Feature point tracking
The feature point tracking methods often select some fea-
ture points with large changes in the corners of eyes and
mouth. Then, following these points will be able to get
facial feature displacement or deformation information.

Figure 6 presents an example of the feature point track-
ing method used in Pantic et al.[36], in which 15 feature
points were selected based on facial action coding system
(FACS), and then the particle filter was used to track the
movements of feature points in image sequences. Tie
et al. [37] proposed a method which could automati-
cally extract 26 reference points in a facial model
from video sequences, and tracked the reference
points through a number of particle filters. Fang et al.
[38] used the salient facial point tracking method to
extract salient information from video sequences but
did not rely on any subjective preprocessing or addi-
tional user-supplied information to select frames with
peak expression.

3. Facial expression classification

Facial expression classification aims to design an appro-
priate classification mechanism to identify facial expres-
sion. The representative classification methods for FER
include hidden Markov model (HMM), artificial neural
network (ANN), Bayesian network (BN), K-nearest
neighbour (KNN), support vector machines (SVM),

Figure 5: The optical flow method used in [33] in which on the
left-hand side two sample facial expression sequences are pre-
sented and on the right-hand side the corresponding optical
flow images are given.

Figure 6: The feature point tracking method used in [36].
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sparse representation-based classification (SRC), and
so on.

3.1. Hidden Markov model

HMM is a Markov process with hidden unknown
parameters, and can be used to describe the random sig-
nal information of a statistical model. HMM consists of
two interrelated processes. One is the underlying and
unobservable Markov chain with a certain number of
states. The other is a set of probability density distribu-
tion corresponding to each state. An HMM can be
defined by the following triplet:

λD ðA; B; pÞ; (1)

where A is the state transition probability matrix, B is the
observation probability distribution, and p is the initial
state distribution. In a discrete density HMM, B repre-
sents a matrix of probability entries, and in a continuous
density HMM, B is denoted by the parameters of the
probability distribution function of observations, such as
the Gaussian distribution or a mixture of Gaussians. The
widely-used general representation of the model proba-
bility density function (pdf) is defined as the following
finite mixture form:

biðOÞD
XM
kD 1

cikNðO;mik;UikÞ; 1 � i � N; (2)

whereM denotes different observation symbols, N repre-
sents the number of states in the HMM model, cik is the
mixture parameter for the kth mixture for state i,
NðO;mik;UikÞ is the Gaussian pdf with the average vec-
tor mik and the covariance matrix Uik.

Aleksic and Katsaggelos [39] presented an automatic
multistream HMM-based FER system, in which the mul-
tistream HMM method was used for introducing facial
expression and facial animation parameters (FAPs)
group dependent stream reliability weights. Sun and
Akansu [40] proposed a regional hidden Markov model
(RHMM) method for automatic FER in video sequences.
They used RHMMs to describe facial action units for the
states of facial regions: eyebrows, eyes and mouth regis-
tered in a video.

3.2. Artificial neural network

ANN is a flexible mathematical structure which is able to
distinguish complex nonlinear relationships between
input data and output data. In recent years, there are

mainly two types of ANN used for FER, i.e. the multi-
layer perceptron (MLP) network, and the radial basis
function neural network (RBFNN). Since these two types
of ANN, i.e. RBFNN and MLP, are very similar, the basic
idea of RBFNN is just given below.

The well-known RBFNN for classification is a three-layer
feedforward network containing one input layer, one
hidden layer as well as one output layer. Figure 7 gives
an example of the RBFNN framework. For input data,
every input neuron of the input layer associates with a
component of an input vector x. The hidden layer aims
to cluster input data and derive features. The hidden
layer contains n neurons and one bias neuron. The
widely-used Gaussian radial basis function (RBF) for the
hidden layer is defined as

yiD exp

 
¡ kx¡ pik

2s2
i

!
; iD 1; 2; . . . ; n

1; iD 0

8><
>: ; (3)

in which pi and si separately denotes the centre and the
width of the neuron, and the symbol k k represents the
Euclidean distance. The weight vector between the input
layer and the ith hidden layer neuron corresponds to the
centre pi. The closer x is to pi, the higher the value of the
Gaussian function can give.

The output layer is comprised of m neurons correspond-
ing to the possible categories of the problems. Every out-
put layer neuron is fully connected to the hidden layer
and computes a linear weighted sum of the outputs of
the hidden neurons by using the following form:

zj D
Xn
iD 0

yiwij; jD 1; 2; . . . ;m; (4)

Figure 7: The RBFNN framework.
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where wij represents the weight between the ith hidden
layer neuron and the jth output layer neuron.

Ma and Khorasani [41] developed a new technique for
FER, which employed the 2D discrete cosine transform
(DCT) over the entire face image as a feature detector
and a constructive one-hidden-layer feedforward neural
network as a facial expression classifier. The obtained best
recognition rates came up to 100% and 93.75% (without
rejection), for the training and generalizing images,
respectively. De Silva et al. [42] presented a modified ver-
sion of RBFs called cloud basis functions (CBFs) for holis-
tic recognition of six universal facial expression from
static images. The CBF neural network method gave the
best recognition accuracy of 96.1%. Recently, Kaburlasos
et al. [43] described a fundamentally novel extension,
namely, flrFAM, of the fuzzy ARTMAP (FAM) neural
classifier as a fuzzy neural network for FER.

3.3. Bayesian network

BN is a graphical network based on the probabilistic rea-
soning. The so-called probabilistic reasoning uses some
variable information to obtain the other probability
information. BN based on the probabilistic reasoning is
developed to solve the uncertainty and incompleteness
problem. A BN classifier represents the dependencies
among feature data and sample labels by using a directed
acyclic graph. This graph is the basic structure of the BN.
Generally, BN classifiers can be learned by using a fixed
structure � the well-known example is the naive-Bayes
classifier.

Given a BN classifier with parameter set u, the optimiz-
ing classification rule based on the maximum likelihood
(ML) idea to classify an observed feature vector x 2 Rn

with n dimension, to one of jC j class labels,
c 2 f1; 2; � � � ; jC j g, is denoted by:

ĉ D argmax
c

Pðx j c; uÞ: (5)

There are two types of decision rules when designing BN
classifiers. The first one is to select the structure of the
network, which is used to determine the dependencies
among all the variables in the graph. The second one is
to determine the distribution of feature data.

Cohen et al. [44] employed different BN classifiers for
identifying facial expression from video, focusing on
changes in distribution assumptions, and feature depen-
dency structures. In particular, they used Naive BN classi-
fiers and changed the distribution from Gaussian to

Cauchy, and employed Gaussian tree-augmented naive
Bayesian (TAN) classifiers to learn the dependencies
among different facial motion features. Zhao et al. [45]
present a unified probabilistic framework based on a
novel Bayesian belief network (BBN) for 3D facial expres-
sion and action unit (AU) recognition. The proposed
BBN performs Bayesian inference based on statistical fea-
ture models (SFMs) and Gibbs�Boltzmann distribution
and featured a hybrid approach in fusing both geometric
and appearance features along with morphological ones.

3.4. K-nearest neighbour

KNN is a type of instance-based learning classification
algorithm. The principle of the KNN method is that in
the feature space one sample has k closest samples, and
its label is assigned to the class most common among its
KNNs by using a majority vote of its neighbours. With-
out prior knowledge, the KNN classification algorithm
frequently employs the Euclidean distance as the dis-
tance metric. Given two vector xD ðx1; x2; � � � ; xmÞ and
yD ðy1; y2; � � � ; ymÞ, their Euclidean distance is repre-
sented as

dðx; yÞD
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm
iD 1

ðxi¡ yiÞ2
s

: (6)

Sebe et al. [46] used the geometric features to obtain the
best classification accuracy of 93% on the Cohn�Kanade
database with the KNN method. Gu et al. [30] presented
an FER method by using radial encoding of local Gabor
features and classifier synthesis based on the KNN
method with k D 1.

3.5. Support vector machine

SVM are developed based on the structural risk minimi-
zation principle, which has been shown to be superior to
the traditional empirical risk minimization principle
used by conventional neural networks. The principle of
SVM is to transform the input vectors to a higher dimen-
sional space by a nonlinear transform, and then an opti-
mal hyperplane which separates the data can be found.

Given the training data set ðx1; y1Þ; � � �; ðxl; ylÞ; yi 2
f¡ 1; 1g, to seek the optimal hyperplane, a nonlinear
transform, ZDFðxÞ, is utilized to make training data be
linearly dividable. A weight w and offset b is decided by
the following criteria:

wTzi C b� 1; yiD 1

wTziC b� ¡ 1; yiD ¡ 1
:

�
(7)
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The above procedure is finished by using the following
optimizing problem:

minw;bFðwÞD 1
2
ðwTwÞ

s:t: yiðwTziC bÞ� 1; iD 1; 2; � � �; n :
(8)

By means of using the Lagrange method, the decision
function can be written as

f D sgn

"Xl
iD 0

λiyiðzTziÞC b

#
: (9)

From the kernel idea, a non-negative symmetrical func-
tion Kðu; vÞ uniquely denotes a Hilbert space H:

Kðu; vÞD
X
i

a’iðuÞ’iðvÞ; (10)

where K is the kernel function in the space H. This rep-
resents an internal product in the Hilbert space H:

zi
TzDFðxiÞTFðxÞDKðxi; xÞ: (11)

Then the decision function could be rewritten as

f D sgn

"Xl
iD 1

λiyiKðxi; xÞC b

#
: (12)

There are four typical kernel functions for the used SVM
model, such as the linear kernel, the polynomial kernel,
the RBF kernel, and the sigmoid kernel, which are
described below.

The linear kernel function is given as

Kðxi; xjÞD xi
Txj: (13)

The polynomial kernel function is given as

Kðxi; xjÞD ðgxiTxj C coefficientÞdegree: (14)

The RBF kernel function is given as

Kðxi; xjÞD expð¡ g j xi¡ xj j 2: (15)

The sigmoid kernel function is given as

Kðxi; xjÞD tanhðgxiTxj C coefficientÞ: (16)

Yurtkan and Demirel [47] used the SVM classifier to
develop a feature selection system for improved FER uti-
lizing 3D geometrical facial feature point positions. Ghi-
mire and Lee [48] presented a method of geometric
feature-based FER in facial image sequences and
reported an accuracy of 97.35% using the SVM classifier
on the Cohn�Kanade database.

3.6. Sparse representation-based classification

SRC [49] is developed based on compressed sensing (CS)
[50]. The principle of the SRC method is based on an
assumption that the whole set of training samples are
used to constitute a dictionary, and then the classification
problem is regarded as one of discriminatively seeking a
sparse representation of the test sample as a linear com-
bination of training samples by solving the l1 -norm opti-
mization problem.

Formally, for the training samples of a single class, this
assumption could be formulated as

yk;test Dak;1yk;1Cak;2yk;2C � � � Cak;nkyk;nk C ek

D
Xnk
iD 1

ak;iyk;i C ek;
(17)

where yk;test represents the test sample of the kth class,
yk;i denotes the ith training sample of the kth class, ak;i

represents the weight corresponding weight and ek
denotes the approximation error.

For the training samples from all c object classes, the
aforementioned Equation (17) can be reformulated as

yk;test Da1;1y1;1C � � � Cak;1yk;1C � � �
Cak;nkyk;nk C � � � Cac;ncyc;nc C e:

(18)

In a matrix form, that is,

yk;test DAaC e; (19)

where

AD ½y1;1 j � � � j y1;n1 j � � � j yk;1 j � � � j yk;nk j � � � j yc;1 j � � � j yc;nc �
aD ½a1;1 � � �a1;n1 � � �ak;1 � � �ak;nk � � �ac;1 � � �ac;nc �

0 :

(

To achieve the weight vector a, the following l1 -norm
minimization problem needs to be solved:

min
a

kak1; subject to kyk;test ¡Aak2� e: (20)

This is a convex optimization problem and could be
solved by the quadratic programming method. When a
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sparse solution of a is presented, the classification proce-
dure of SRC is summarized below:

Step 1: Solve the l1-norm minimization Equation (20)
problem.

Step 2: For every class i, work out the residuals between
the reconstructed sample yreconsðiÞDPni

jD 1ai;jyi;j and the
given test sample by rðytest; iÞD kyk;test ¡ yreconsðiÞk2.

Step 3: The class label of the given test sample is decided
by using the rule: identify ðytestÞD argminirðytest; iÞ.

In our previous works [51,52], the performance of SRC
was investigated when classifying clean or occluded facial
expression images. They found that SRC had better per-
formance and greater robustness when compared with
the nearest neighbour (NN), the nearest subspace (NS),
and SVM. Mohammadi et al. [53] presented a PCA-
based dictionary building for sparse representation and
classification of universal facial expression. In detail,
expressive facials images of each subject were first sub-
tracted from a neutral facial image of the same subject.
Then the PCA method was applied to these difference
images to model the variations within each class of facial
expression. The learned principal components were
employed as the atoms of the dictionary. Finally, for clas-
sification a given test image was sparsely represented as a
linear combination of the principal components of six
basic facial expression. Ouyang et al. [54] recently devel-
oped an accurate and robust FER by fusing multiple
sparse representation-based classifiers, i.e. combining
HOGCSRC and LBPCSRC.

4. Performance comparison

To verify the performance of different classifiers on FER,
we performed FER experiments on two popular data-
bases, i.e. the JAFFE database [55] and the Cohn�Kanade
database [56]. These two databases contains seven facial
expression, i.e. anger, joy, sadness, neutral, surprise, dis-
gust and fear.

The JAFFE database has 213 images of female facial
expression. Each image has a resolution of 256 £ 256
pixels. Some sample images are shown in Figure 8. The
Cohn�Kanade database contains 100 university stu-
dents. Each image has a resolution of 640£490 pixels.
Figure 9 presents some sample images from the
Cohn�Kanade database. As done in [21,57], on the
Cohn�Kanade database we selected 320 image sequen-
ces from 96 subjects, with 1 to 6 emotions per subject.
For every sequence, the neutral face and one peak frames

were employed for prototypic expression recognition,
giving in total 470 images (32 anger, 100 joy, 55 sadness,
75 surprise, 47 fear, 45 disgust and 116 neutral).

For facial feature representation, the LBP [19] features
were extracted due to its computation simplicity and
promising performance. According to the normalized
value of the eye distance, a resized image of 110 £ 150
pixels was cropped from original images. Similar to the
settings in [21,57], we employed the 59-bin oper-
atorLBPu2P;R, and divided the cropped images of 110 £
150 pixels into 18 £ 21 pixels regions, yielding a feature
vector length of 2478 (59 £ 42) represented by the LBP
histograms. A 10-fold cross-validation scheme is imple-
mented in seven-class FER experiments, and the average
recognition results are reported.

Figure 8: Sample images from the JAFFE database.

Figure 9: Sample images from the Cohn�Kanade database.
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For HMM, we employed a seven-state discrete HMM
model with the left�right structure, in which each state
corresponded to one facial expression. For ANN,
RBFNN with a three-layer feedforward network contain-
ing one input layer, one hidden layer as well as one out-
put layer, is used for its computational simplicity. The
number of hidden layer neurons in RBFNN is set to be
the number of training samples. The goal of training
error is 0.0001. For the BN, we used the naive-Bayes clas-
sifier. For KNN, we set K to be 1 for its satisfying perfor-
mance. For SVM, we used the LIBSVM package,
available at http://www.csie.ntu.edu.tw/»cjlin/libsvm, to
perform the SVM algorithm with the linear kernel func-
tion, one-against-one for multi-class problems. The
experiment platform is Intel CPU 2.10 GHz, 1G RAM
memory, MATLAB 2012a.

Tables 1 and 2 separately present the recognition results
of six different classification methods, including HMM,
naive-Bayes, ANN, KNN, SVM, SRC on the JAFFE data-
base and the Cohn�Kanade database, As shown in

Tables 1 and 2, it can be seen that SRC obtains the best
performance on FER tasks, followed by KNN, SVM,
HMM, naive-Bayes, ANN. This confirms the validity
and high performance of SRC for FER. To further show
the detailed accuracy of each expression, Tables 3 and 4
show the confusion matrix of recognition results of SRC
on the JAFFE database and the Cohn�Kanade database,
respectively.

5. Conclusions and discussion

Over the last decade, increasing attentions have been
directed to the study of FER. This paper presented a
review of FER addressing facial feature extraction and
facial expression classification, which are the most two
important steps in an FER system. For facial feature
extraction methods, geometric feature-based methods
and appearance-based methods, used for static images,
were first reviewed. Then, these facial feature extraction
methods for dynamic image sequences, including optical
flow and feature point tracking, were also investigated.
For facial expression classification, six typical classifica-
tion methods including HMM, ANN, BN, KNN, SVM
and SRC, were also surveyed. In addition, we performed
FER experiments on the JAFFE database and the
Cohn�Kanade database, and presented a comparative
study of different classification methods based on the
extracted LBP features. Experiment results show that
SRC outperforms the other used methods such as KNN,
SVM, HMM, naive-Bayes, and ANN.

Although extensive efforts have been devoted to FER and
many recent successes have been achieved, as mentioned
above, many questions are still open. In our opinions,
the following several points should be considered in
future.

(1) How do human beings correctly identify facial
expression?

So far, psychological and medical researches on human
perception and cognition have lasted for a long time, but

Table 1: Performance comparison of different classification
methods with the LBP features on the JAFFE database.

Methods Accuracy (%)

HMM 78.64
Naive-Bayes 70.57
ANN 68.09
KNN 80.95
SVM 79.88
SRC 84.76

Table 2: Performance comparison of different classification
methods with the LBP features on the Cohn�Kanade
database.

Methods Accuracy (%)

HMM 94.76
Naive-Bayes 93.81
ANN 93.45
KNN 96.22
SVM 95.24
SRC 97.14

Table 3: Confusion matrix of recognition results of SRC with
LBP features on the JAFFE database.

Anger
(%)

Joy
(%)

Sadness
(%)

Surprise
(%)

Disgust
(%)

Fear
(%)

Neutral
(%)

Anger 93.33 0 6.67 0 0 0 0
Joy 0 100 0 0 0 0 0
Sad 3.22 3.22 74.19 3.22 3.22 6.48 6.45
Surprise 0 3.45 3.45 82.76 0 10.34 0
Disgust 10.35 0 6.89 0 82.76 0 0
Fear 0 0 12.52 3.12 9.37 71.87 3.12
Neutral 3.45 0 0 6.89 0 0 89.66

Table 4: Confusion matrix of recognition results of SRC with
LBP features on the Cohn�Kanade database.

Anger
(%)

Joy
(%)

Sadness
(%)

Surprise
(%)

Disgust
(%)

Fear
(%)

Neutral
(%)

Anger 90 0 0 0 0 0 10
Joy 0 100 0 0 0 0 0
Sad 3.33 0 90 0 0 0 6.67
Surprise 0 0 0 100 0 0 0
Disgust 0 0 0 0 100 0 0
Fear 0 0 0 0 0 100 0
Neutral 0 0 0 0 0 0 100
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it is still ambiguous how human beings identify facial
expression. Which kinds of parameters can be employed
by humans and how are they processed?

(2) How do we identify facial expression in real-world
sceneries?

Due to subtle facial deformations, frequent head move-
ments, and ambiguous and uncertain facial motion
measurements, identifying spontaneous facial expression
in real-world sceneries is far more difficult than the acted
FER widely studied to date. Considering the fact that a
spontaneous facial expression can be characterized by
rigid head movements and non-rigid facial muscular
movements, recent work [58] in modelling of spontane-
ous head motion recognition and action unit recognition
in spontaneous facial expression was an exciting devel-
opment. They developed a unified probabilistic facial
action model [58] to simultaneously and coherently rep-
resent rigid and non-rigid facial motions, as well as their
spatiotemporal dependencies. How to elaborate the uni-
fied probabilistic facial action model is needed to be in
such work, which is as yet a research question. In addi-
tion, many previous works involved to the privacy prob-
lems since the existing available standard datasets were
pose-based datasets. To solve the privacy problems,
recent work [59] was an important direction, in which a
depth camera-based FER system using multilayer
scheme was developed.

(3) How do we automatically learn more effective
facial features for facial expression recognition?

It is worth pointing out that the abovementioned hand-
designed feature extraction methods usually rely on
manual operations with labelled data. In other words,
these methods are supervised. In addition, these hand-
designed features such as LBP and Gabor wavelets repre-
sentation are able to capture low-level information of
facial images, except for high-level representation of
facial images. In recent years, deep learning [60�63], as
a recently-emerged machine learning theory, is based on
the hierarchical architecture of information processing
in the primate visual perception system, and has shown
how hierarchies of features can be directly learned from
original data in an unsupervised manner. How to use
deep learning techniques to automatically learn more
effective facial features is an important direction for FER.

(4) How may we integrate facial expression analysis
with other modalities?

Emotion transfers the psychological information of
human beings, since emotion is conveyed by various
physiological changes, such as changes in heart-beating

rate, sweating degree, blood pressure, etc. Emotion is
also expressed by affective speech, facial expression,
body gesture and so on. To promote emotion recognition
performance, integrating multiple affective modalities,
such as speech, facial, physiological and lexical informa-
tion, is a very active subject [64�67] in recent years.
Nevertheless, how to effectively integrating heteroge-
neous modalities of emotion expression to further
improve multimodal emotion recognition performance
is still an open question.
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