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flies. In the present study, we will introduce chaos into FA so as to increase its global search

mobility for robust global optimization. Detailed studies are carried out on benchmark

problems with different chaotic maps. Here, 12 different chaotic maps are utilized to tune
the attractive movement of the fireflies in the algorithm. The results show that some cha-
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1. Introduction

The non-linearity of many optimization problems often results in multiple local optima. To cope with this issue, global algo-
rithms are widely used [1]. Metaheuristic techniques are well-known global optimization methods. These techniques attempt
to reproduce social behavior [2] or natural phenomena [3]. Intensification and diversification are important characteristics of
the metaheuristic methods. Intensification searches around the current best solutions and selects the best candidate points. The
diversification process allows the optimizer to explore the search space more efficiently, mostly by randomization.

Several novel metaheuristic algorithms are proposed for global search. Such algorithms can increase the computational effi-
ciency, solve larger problems, and implement robust optimization codes [2,3]. Recently, Yang [4] developed a promising meta-
heuristic algorithm, called firefly algorithm (FA) at the University of Cambridge. The FA is based on the idealized behavior of the
flashing characteristics of fireflies. Preliminary studies suggest that the FA can perform superiorly, compared with genetic algo-
rithm and particle swarm optimization [4], and it is applicable for mixed variable and engineering optimization [5].

On the other hand, recent advances in theories and applications of nonlinear dynamics, especially of chaos, have drawn
more attention in many fields [6]. The one of these fields is the applications of chaos in optimization algorithms [7].

Previously, Chaotic sequences have been used together with some heuristic optimization algorithms such as genetic algo-
rithms [8], harmony search [9], simulated annealing [10], particle swarm optimization [11], Imperialist Competitive Algo-
rithm [12], ant and bee colony optimization [13,14] and Big Bang-Chaotic Big Crunch optimization [15]. This paper
introduces chaotic FA-based methods. In these algorithms, we use different chaotic systems to replace the parameters of
the FA. Thus different methods that use chaotic maps as efficient alternatives to pseudorandom sequences have been pro-
posed. In order to evaluate the proposed algorithm, a set of unimodal and multimodal mathematical benchmarks are uti-
lized. The results reveal the improvement of the new algorithms due to the application of deterministic chaotic signals in
place of constant values.
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The rest of the paper is organized as follows. Section 2 presents the descriptions of the proposed firefly algorithm. The
chaotic maps that generate chaotic sequences in the FA steps are described in Section 3. Section 4 describes how to imple-
ment the simulations. In Section 5, the tuning of the attraction parameters and finding the best chaotic FA are discussed.
Section 6 presents the unique features of the chaotic FA and outlines directions for further research.

2. Firefly algorithm
2.1. Firefly metaphor

The proposed algorithm mimics the social behavior of fireflies in the tropical summer sky. Fireflies communicate, search
for pray and find mates using bioluminescence with varied flashing patterns. By mimicking nature, various metaheuristic
algorithms can be designed. In this paper, some of the flashing characteristics of fireflies were idealized so as to develop
a firefly-inspired algorithm. For simplicity, only the following three rules were used [4]:

(1) All fireflies are unisex so that one firefly will be attracted at other fireflies regardless of their sex;

(2) Attractiveness is proportional to their brightness. For any couple of flashing fireflies, the less bright one will move
towards the brighter one. Attractiveness is proportional to the brightness which decreases with increasing distance
between fireflies. If there are no brighter fireflies than a particular firefly, it will move randomly in the space;

(3) The brightness of a firefly is somehow related with the analytical form of the cost function. For a maximization prob-
lem, brightness can simply be proportional to the value of the cost function. Other forms of brightness can be defined
in a similar way to the fitness function in genetic algorithms.

The basic steps of the FA are summarized as the pseudo code shown in Fig. 1 which consists of the three rules discussed
above.
The initial positions of agents are determined randomly in the search space, as

X

ij :Xi,min+rand' (Xi,maxfxi.min)y i= 1727~~>N (1)

where x,%” determines the initial value of the ith variable for the jth agent; X;min and X; max are the minimum and the maxi-
mum allowable values for the ith variable.

It should be noted that there is some conceptual similarity with other algorithms such as PSO and others [16]. However,
there are some fundamental differences. First, fireflies can subgroup into different groups and thus can deal with multimodal
problems naturally. Secondly, in FA, the attractiveness depends on cost function and decay monotonically with distance
between fireflies. Thirdly, individuals of FA have adjustable visibility and more versatility with respect to varying attractive-
ness: this usually leads to higher mobility and allows the search space to be explored more efficiently. Fourthly, FA includes
two important limit cases and it is possible to fine-tune the algorithm so to combine the advantages of both limit cases for
exploring the search space more efficiently [4].

2.2. Distance, attractiveness and limiting cases

In the firefly algorithm, there are two important issues: the variation of light intensity and formulation of the attractive-
ness. For simplicity, we can always assume that the attractiveness of a firefly is determined by its brightness which in turn is
associated with the encoded objective function.

Firefly Algorithm
begin
Objective function f (X), X = (X1, ., Xa) T
Generate initial population of fireflies x; (i = 1,2, ..,n)
Light intensity I; at X; is determined by f (xi)
Define light absorption coefficienty
while (t < MaxGeneration)
fori=1:nalln fireflies
forj=1:ialln fireflies
if (> 1)
Move firefly i towards j in d-dimension via L evy flights
end if
Attractiveness varies with distance r via exp[-yr?]
Evaluate new solutions and update light intensity
end for j
end for i
Rank the fireflies and find the current best
end while
Postprocess results and visualization
end

Fig. 1. Pseudo code of the firefly algorithm.
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As light intensity and thus attractiveness decreases as the distance from the source increases, the variations of light inten-
sity and attractiveness should be monotonically decreasing functions. In most applications, the combined effect of both the
inverse square law and absorption can be approximated using the following Gaussian form:

I(r) = Le ()
where [ is the light intensity, Io is the original light intensity, and 7 is the light absorption coefficient which can be taken as a

constant. As a firefly’s attractiveness is proportional to the light intensity seen by adjacent fireflies, we can now define the
attractiveness g of a firefly by

B(r) = o (3)

where S is a constant and presents the attractiveness at r = 0.

The distance between any two fireflies i and j at xi and xj, respectively, can be defined as the Cartesian distance
rij = |Xi — Xj|.

The movement of a firefly i is attracted to another more attractive (brighter) firefly j is determined by

Ax; = ﬁoe’"”fzf (X; — ;) + oé, X = x4 Ax; (4)

1

where the first term is due to the attraction, while the second term is randomization with « being the randomization param-
eter. Here ¢; is a vector of random numbers which are drawn from a Gaussian distribution.

It is worth pointing out that Yang [17] has recently replaced this second term with Levy distribution and has shown that it
can be further improved the FA. That is, the step size is a random number drawn from:

L(s) =As ™ A =,I(1)sin (L”> 1 (5)
2)m
where I'(A) is a Gamma function, and % is the exponent of the distribution.
We use a function to the geometrical annealing schedule starting from the initial o,. That is

o = a0 (6)
where 0 < 0 <1 is the randomness reduction constant. This could form important topics for further research.

From Eq. (4), it is easy to see that there exist two limiting cases when v is small and large. When 7 tends zero, the attrac-
tiveness and brightness become constant; that is to say, a firefly can be seen by all other fireflies; this is essentially a special
case of particle swarm optimization. On the other hand, when y is very large, then the attractiveness (and thus brightness)
decreases dramatically, and all fireflies are short-sighted or equivalently fly in a thick foggy sky; this means all fireflies move
almost randomly, which corresponds to a random search technique. In general, the firefly algorithm corresponds to the
situation between these two limiting cases, and it is thus possible to fine-tune these parameters so that FA can outperform
both PSO and random search. In fact, FA can find the global optima as well as all the local optima simultaneously in a very
effective manner. This advantage will be demonstrated in detail later in the implementation. A further advantage of FA is
that different fireflies will work almost independently; it is thus particularly suitable for parallel implementation. It is even
better than GA and PSO because fireflies aggregate more closely around each optimum (without jumping around as in the
case of genetic algorithms). The interactions between different subregions are minimal in parallel implementation. For FA,
similar to other meta-heuristics, penalty function method can be used to handle the constraints.

3. Chaotic maps

In random-based optimization algorithms, the methods using chaotic variables instead of random variables are called
chaotic optimization algorithm (COA). In these algorithms, due to the non-repetition and ergodicity of chaos, it can carry
out overall searches at higher speeds than stochastic searches that depend on probabilities [18]. To fulfill this matter, herein
one-dimensional, non-invertible maps are utilized to generate chaotic sets. In the following subsections, we review some of
well-known one-dimensional maps.

3.1. Chebyshev map
The family of Chebyshev map is defined as follows [19]:
X1 = cos(kcos1(x)) (7)
3.2. Circle map

The Circle map [20] is represented by the following equation:
X1 = X¢ + b — (a — 2m)sin(27x,)mod(1) (8)
With a=0.5 and b = 0.2, it generates chaotic sequence in (0,1).
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3.3. Gauss/Mouse map

The following equations define Gaussian map [21]:

xa={} X =0 (92)
* 1/kmod(1) otherwise

1/xmod(1) = ! H (9b)

Xk Xk
This map also generates chaotic sequences in (0,1).

3.4. Intermittency map

The Intermittency map has two parts, one of them is linear and another one is non-linear. It is formulated as [22]:

eE+x+cxp 0<x <P

X1 = % P < X < 1 (10)
3.5. Iterative map
The iterative chaotic map with infinite collapses [23] is expressed by:
X1 = sin <ﬂ> (11)
Xk
where a € (0,1) is a suitable parameter.

3.6. Liebovitch map

This map is introduced by Liebovitch and Toth [19]. This map is formulated as:

Ol X 0<x <Py
it = o Py <X <P, (12)
1-p(1-x) Pr<x<1
where o < 8 and they are defined as follows:
P
o=, (1= (P2 =P1) (13a)
1
1
B=p5—=(P2—1)=P1(P, —P1)) (13b)
Py -1

Here three equal limits are considered for the map.
3.7. Logistic map

The Logistic map is represented by the following equation. The equation appears in nonlinear dynamics of biological
population evidencing chaotic behavior [24].

X1 = ax(1 — Xi) (14)

In this equation, x, is the kth chaotic number, with k denoting the iteration number. Obviously, x € (0,1) under the
conditions that the initial xo € (0,1) and that x ¢ {0.0,0.25,0.75,0.5,1.0}. a = 4 is used for the experiments.

3.8. Piecewise map

The piecewise map is defined as follows [25]:

%k 0<x <P
X —P 1
0.5-P P<xo <3
Xkr1 = 1-P—x, 1 (15)
= <X <1-P

w1 _pgx<1

where P is the control parameter between 0 and 0.5 and x € (0,1).
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3.9. Sine map
The sine map is a unimodal map and can be formulated as [26]:
a .
Xt =7 sin(7xy) (16)
where 0<a < 4.

3.10. Singer map

Singer map is a one-dimensional system as given below [27]:
Xy = 1(7.86x, —23.31x2 4 28.75x; — 13.3028.75x;) (17)

where p is parameter between 0.9 and 1.08.
3.11. Sinusoidal map

This iterator [24] is as given below:
Xy = AXZSIN(7Ixy) (18)
For a=2.3 and xo = 0.7 it has the following simplified form:

Xii1 = SIn(Txy) (19)

3.12. Tent map

The tent map is very similar to the logistic map. It displays some very specific chaotic effects. This map is defined by the
following equation [28]:

Xk

— x, < 0.7

X1 =4 07 (20)
?(1 7Xk) x. = 0.7

4. Implementation

4.1. Benchmark numerical experiments

Different chaotic FAs were benchmarked using two well-know numerical examples. The first one is a unimodal Sphere
model and the second one is a multimodal Griewank’s function. The examples can be formulated as:

Sphere f(X) = |IX|| where |X|| =, |} x? X €[-100,100]" (21)
i=1

1 n n X'
Griewank f(X)=1+-—-—- x* — cos(—’) X € [-600,600]™° 22
S0 =1+ 4000 24 ~ IIcos( [ ] (22)

Both global optima are located at the origin (X* = 0,0...,0) with f{X*) = 0. These functions have been solved for the case of
10 dimensions.

4.2. Criterion of success

There are many criteria in the literature for evaluating the performance of the algorithms. Here, the success rate is defined
as

Sr — 100 x Nsuccessful (23)
Nai
where Ngy is the number of all trials, and Nyccessfur is the number of trials which found the solution is successful. Here, we
consider a run as a successful run when it is very near to the global optimum. It should be noted that this distance is changed
for different search space. The criteria for a successful run can be defined as:



94 A.H. Gandomi et al./ Commun Nonlinear Sci Numer Simulat 18 (2013) 89-98
X8 — X*| < (UB—LB) x 10°* (24)

where X2 is the obtained global best by the proposed algorithms; UB and LB are, respectively, upper and lower bounds.

4.3. Initialization and parameter studies

We also used 100 different runs for each setting with completely different initial conditions. The final results are found to
be almost independent of the initial guess. In fact, we have used statistical measures such as mean objective values and their
standard deviations to measure the performance of the algorithm, rather than relying simply on a few runs. This approach is
reflected in many tables provided in the main text.

For most cases in our implementation, we have carried out some extensive sensitivity studies of parameters such as the
population size and attractiveness. From our simulations, we observed that the population size n = 25 ~ 30 will be sufficient
for most problems. With a fixed number of fireflies at each run, the benchmark functions are optimized within 1000
iterations.

For the randomization term, o should ideally be related to the actual scale of each design variable, as scales vary for
different problems. In this case, it is usually a good idea to replace « by as, where the scaling parameters S, (k=1,...,d)
in the d dimensions should be determined by the actual scales of the problem of interest. In our simulations, when the
Gaussian distribution is replaced with the Levy distribution, we used /= 3/2.

5. Tuning of attraction parameters using chaotic maps
As described in Section 2, the FA has two terms: attraction and random terms. Different terms used are:

Dx; = Attraction term + Random term (25)

The main term of the FA is the attraction term and it involves two important parameters, y and f. The parameter y char-
acterizes the variations of the attractiveness, and its value is crucially important in determining the speed of the convergence
and how the FA behaves. In theory, y should be in [0,c0). On the other hand, the parameter y is important, which should be
linked with the characteristic distance.

The basic firefly algorithm is very efficient, but the solutions are still changing as the optima are approaching. According
to the previouly used and suggested values in [4,17], we used o =1 and y = 1/L for the standard FA, where L is the typical
length of the design variables.

In the chaotic FAs, we try to tune the attraction parameters using chaotic maps. The flowchart of a schematic chaotic FA is
presented in Fig. 2. The two following subsections describe how the light absorption and attractiveness coefficients are
tuned, present the simulation results, and compare different chaotic FAs with each other.

5.1. Tuning light absorption coefficient, -y, with chaotic maps

It is possible to improve the solution quality by using the chaotic maps. First, tuning light absorption coefficient is
performed. Here, the value of y is replaced with different chaotic maps introduced in Section 2. In order to fulfill this, all
the maps are normalized between 0 and 2. The optimization results obtained by standard FA and chaos-FAs are presented
in Tables 1 and 2.

To compare the chaotic FA with standard FA and to find the most effective chaotic map, the success rate of the FAs is
presented in Table 3. As it can be seen, replacing y with some chaotic maps improves the performance of the FA. It is worth
mentioning that the chaotic maps are more effective for solving unimodal sphere functions. From this table, the Sinusoidal
map has the best performance in comparison with other chaotic maps and standard algorithm in both unimodal and mul-
timodal functions.

5.2. Tuning attractiveness coefficient, 3, with chaotic maps

As it is mentioned, one of the main parameters of FA is the attractiveness coefficient. Here, this value, g, is replaced with
different chaotic maps to improve the FA performance. To implement the maps, all the maps are normalized between 0 and
2. The simulation results obtained by the standard FA and chaotic FAs are presented in Tables 4 and 5 for Sphere and Gri-
ewank functions, respectively.

Table 6 compares the success rates for the standard FA and FAs with different chaotic maps. It can be observed from Ta-
ble 6 that the success rates obtained by the chaotic FAs are very good. As it is seen, the success rates obtained by the chaotic
FAs are far better than those of the standard FA. It seems the Gauss map has the best performance in comparison with other
chaotic maps in both functions and the statistical results also confirm this.
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% | Objective function f(x). x = (x, ... xa)"
@ Generate initial population of fireflies x; (i=1, 2, ..., n)
"5 Light intensity I; at x; is determined by f(x;)
E C, = a random number
= k=1
x
A
2 Tuning of attraction parameters using chaotic maps (y/ 3 = Cy) |<—
i
O
v
fori=1":no. fireflies
for j =1 : no. fireflies
if (I;> T),
3 Move firefly i towards j in d-dimension;
m .
% end if
£ Attractiveness varies with distance r via e ™"
>
§ Evaluate new solutions and update light intensity
end for j
end for i
Rank the fireflies and find the current best

k < Maximum Generation

Post process the results

Fig. 2. Schematic flowchart of a chaotic FA.

Table 1

Statistical results for Sphere function with different light absorption coefficient.
Chaotic map Best Mean Median Worst Std. dev. Ave. time
Standard constant 2.44E-05 2.53E-03 2.07E-03 7.06E—-03 1.83E-03 1.53
Chebyshev map 3.36E-01 2.24E+02 1.00E+02 1.26E+03 2.71E+02 2.15
Circle map 1.03E-04 4.17E-03 2.91E-03 1.83E-02 3.96E-03 2.02
Gauss/mouse map 2.39E-05 3.36E-03 2.79E-03 2.05E-02 3.19E-03 1.99
Intermittency map 2.01E-05 3.91E-03 2.88E-03 2.17E-02 4.24E-03 1.72
Iterative map 2.95E-06 2.28E-03 1.61E-03 9.69E-03 2.35E-03 1.99
Liebovitch map 1.90E-05 4.79E-03 1.59E-03 1.21E-01 1.29E-02 1.94
Logistic map 4.02E-05 3.66E-03 2.74E-03 1.76E-02 3.63E-03 1.97
Piecewise map 1.12E-05 2.98E-03 2.12E-03 1.82E-02 3.02E-03 1.92
Sine map 8.66E—05 3.47E-03 2.26E-03 1.85E-02 3.47E-03 2.09
Singer map 4.59E-05 2.46E-03 1.41E-03 5.98E—-02 6.02E-03 1.85
Sinusoidal map 6.02E-05 1.83E-03 1.14E-03 1.03E-02 2.05E-03 1.95
Tent map 4.22E-05 2.64E-03 1.43E-03 1.57E-02 3.16E-03 2.05

5.3. Finding the best chaotic FA

As it is, tuning of the attractiveness coefficient is more effective than tuning light absorption coefficient. Thus, the best
tuned FAs are those which use the Gauss map as the attractiveness coefficient. Another possible chaotic FA is that both
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Table 2
Statistical results for Griewank’s function with different light absorption coefficient.
Chaotic map Best Mean Median Worst Std. dev. Ave. time
Standard constant 1.23E-04 1.04E-01 7.80E-03 8.38E-01 2.40E-01 2.10
Chebyshev map 3.93E-01 2.43E+00 1.63E+00 1.11E+01 2.30E+00 2.14
Circle map 3.74E-05 1.50E-01 1.06E—-02 8.71E-01 2.64E-01 2.08
Gauss/mouse map 7.06E—05 1.54E-01 1.38E-02 8.85E-01 2.61E-01 2.26
Intermittency map 3.73E-05 1.31E-01 9.94E-03 8.73E-01 2.58E-01 2.06
Iterative map 1.45E-05 1.30E-01 1.25E-02 8.52E-01 2.46E-01 1.97
Liebovitch map 5.72E-05 1.26E-01 1.05E-02 8.08E-01 2.37E-01 2.07
Logistic map 1.26E-04 1.14E-01 1.19E-02 8.89E-01 2.13E-01 2.06
Piecewise map 2.36E-05 1.41E-01 1.24E-02 8.24E-01 2.57E-01 2.02
Sine map 1.15E-04 1.10E-01 1.29E-02 8.41E-01 2.01E-01 2.20
Singer map 7.06E—-05 1.50E-01 8.13E-03 1.25E+00 2.94E-01 1.83
Sinusoidal map 3.32E-05 1.06E-01 7.84E-03 8.51E-01 2.41E-01 2.14
Tent map 4.20E-05 1.13E-01 1.33E-02 8.36E-01 2.24E-01 2.03
Table 3
Success rate of FAs using standard value and different chaotic maps.

Chaotic map Unimodal Sphere function Multimodal Griewank’s function

Standard constant 11 25

Chebyshev map 0 0

Circle map 4 24

Gauss/mouse map 8 15

Intermittency map 14 26

Iterative map 22 24

Liebovitch map 14 21

Logistic map 8 21

Piecewise map 9 15

Sine map 12 17

Singer map 14 29

Sinusoidal map 22 37

Tent map 13 18

Table 4

Statistical results for Sphere function with different attractiveness coefficient.
Chaotic map Best Mean Median Worst Std. dev. Ave. time
Standard constant 2.44E-05 2.53E-03 2.07E-03 7.06E-03 1.83E-03 1.53
Chebyshev map 2.76E-09 1.04E-08 1.04E-08 1.87E-08 2.99E-09 2.02
Circle map 4.51E-10 2.14E-05 3.14E-09 3.83E-04 6.01E-05 1.65
Gauss/mouse map 6.85E—-10 5.62E-09 4.36E-09 4.46E—-08 5.13E-09 1.84
Intermittency map 4.41E-09 1.21E-08 1.02E-08 4.67E-08 6.96E—09 1.98
Iterative map 3.77E-08 2.16E-04 1.65E-05 6.69E—03 8.06E—-04 1.74
Liebovitch map 3.07E-09 1.12E-04 1.48E-08 9.33E-03 9.40E—-04 1.88
Logistic map 2.58E-09 6.98E-07 1.94E-08 6.50E—05 6.50E—06 1.80
Piecewise map 1.48E-09 1.76E—08 1.08E-08 1.91E-07 2.43E-08 1.89
Sine map 2.60E—-09 1.27E-08 1.27E-08 2.84E-08 4.70E-09 1.99
Singer map 5.61E-08 5.48E-05 1.09E-05 1.72E-03 1.85E-04 2.07
Sinusoidal map 1.18E-08 1.96E-05 3.09E-06 2.11E-04 4.04E-05 1.64
Tent map 3.25E-09 9.35E-07 3.11E-08 3.39E-05 3.94E-06 2.40

attraction parameters, y and g, are tuned by chaotic maps. The simulation results for the algorithm using the Sinusoidal and
Gauss maps, respectively, for light absorption coefficient and attractiveness coefficient are shown in Table 7. The statistical
results confirm that there is no improvement when both attraction constants are replaced with the chaotic maps. From Ta-
bles 4-7, it can be observed that the best chaotic algorithm is the one using the Gauss map as its attractiveness coefficient.
The performance of this algorithm is slightly better than the algorithm which uses both the Sinusoidal map and Gauss maps.

6. Discussions and conclusions

Chaos has been introduced to the standard FA to develop a chaotic FA. Twelve different chaotic maps have been inves-
tigated to tune the attraction parameters (light absorption coefficient and attractiveness coefficient) of the FA. By comparing
different chaotic FAs, the algorithm which uses the Gauss map as its attractiveness coefficient is the best chaotic FA (CFA).
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Table 5
Statistical results for Griewank’s function with different values of the attractiveness coefficient.
Chaotic map Best Mean Median Worst Std. dev. Ave. time
Standard constant 1.23E-04 1.04E-01 7.80E-03 8.38E-01 2.40E-01 2.10
Chebyshev map 1.67E-08 8.82E-02 7.40E-03 8.94E-01 2.19E-01 2.18
Circle map 5.94E-08 1.31E-01 7.40E-03 8.77E-01 2.61E-01 1.99
Gauss/mouse map 8.43E-08 8.82E-02 2.10E-03 7.90E-01 2.09E-01 1.68
Intermittency map 4.20E-08 1.01E-01 7.60E-03 8.79E-01 2.26E-01 2.37
Iterative map 6.51E-07 1.49E-01 7.58E-03 9.11E-01 2.81E-01 1.83
Liebovitch map 3.34E-08 1.07E-01 1.42E-03 8.67E-01 2.51E-01 2.07
Logistic map 2.08E-07 1.41E-01 1.02E-02 8.83E-01 2.78E-01 1.92
Piecewise map 8.42E-08 1.22E-01 6.65E—-03 8.88E-01 2.42E-01 1.85
Sine map 5.42E-08 1.24E-01 9.47E-03 8.51E-01 2.56E-01 2.05
Singer map 1.03E-06 1.49E-01 7.82E-03 1.39E+00 2.95E-01 2.38
Sinusoidal map 1.30E-06 1.57E-01 9.90E-03 8.43E-01 2.70E-01 2.02
Tent map 7.00E-08 1.92E-01 2.18E-02 9.50E-01 2.98E-01 2.32
Table 6
Success rate of FAs using standard value and different chaotic maps.

Chaotic map Unimodal Sphere function Multimodal Griewank's function

Standard constant 11 25

Chebyshev map 100 47

Circle map 100 45

Gauss/mouse map 100 46

Intermittency map 100 39

Iterative map 88 31

Liebovitch map 97 48

Logistic map 100 38

Piecewise map 100 141

Sine map 100 39

Singer map 97 38

Sinusoidal map 100 42

Tent map 100 29

Table 7

Statistical results for the algorithm using the Sinusoidal map and Gauss map for light absorption coefficient and attractiveness coefficient.
Function Best Mean Median Worst Std. dev. Ave. time Sr
Sphere 8.23E-09 2.05E-08 1.94E-08 4.06E-08 7.12E-09 2.38 100
Griewank 5.21E-08 1.31E-01 7.40E—-03 8.67E-01 2.49E-01 2.31 45

The results reveal the improvement of the new algorithm due to the application of deterministic chaotic signals in place of
constant values. Statistical results and success rates of the FAs suggest that the tuned algorithms clearly improve the reli-
ability of the global optimality and they also enhance the quality of the results.
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