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Reversible Image Watermarking Using Interpolation
Technique

Lixin Luo, Zhenyong Chen, Ming Chen, Xiao Zeng, and
Zhang Xiong

Abstract—Watermarking embeds information into a digital signal like
audio, image, or video. Reversible image watermarking can restore the
original image without any distortion after the hidden data is extracted.
In this paper, we present a novel reversible watermarking scheme using
an interpolation technique, which can embed a large amount of covert
data into images with imperceptible modification. Different from previous
watermarking schemes, we utilize the interpolation-error, the difference
between interpolation value and corresponding pixel value, to embed bit
“1” or “0” by expanding it additively or leaving it unchanged. Due to
the slight modification of pixels, high image quality is preserved. Exper-
imental results also demonstrate that the proposed scheme can provide
greater payload capacity and higher image fidelity compared with other
state-of-the-art schemes.

Index Terms—Additive interpolation-error expansion, data hiding, inter-
polation-error, reversible watermarking.

I. INTRODUCTION

Digital watermarking is a kind of data hiding technology. Its
basic idea is to embed covert information into a digital signal, like
digital audio, image, or video, to trace ownership or protect privacy.
Among different kinds of digital watermarking schemes, reversible
watermarking has become a research hotspot recently. Compared
with traditional watermarking, it can restore the original cover media
through the watermark extracting process; thus, reversible water-
marking is very useful, especially in applications dictating high
fidelity of multimedia content, such as military aerial intelligence
gathering, medical records, and management of multimedia informa-
tion.

Since the earliest reversible watermarking scheme was invented by
Barton [1] in 1997, dozens of reversible watermarking methods have
been reported in the literature and classified into three categories by
Feng et al. [2]: reversible watermarking using data compression, re-
versible watermarking using difference expansion (DE), and reversible
watermarking using histogram operation. In these categories, the first
kind has complex computation and limited capacity, whereas the latter
two are better in both of two criteria.

DE, also known as a kind of integer wavelet transform, was first pro-
posed by Tian [3]. By expanding the difference between the two neigh-
boring pixels of pixel pairs, Tian explored the redundancy in digital
images to achieve a high-capacity and low-distortion reversible water-
marking. Later on, Alattar [4] extended Tian’s scheme by a general-
ized DE method which hid several bits in the DE of vectors of adjacent
pixels. Then, Kim et al. [5] proposed a novel scheme devoted to re-
duce the size of the location map. Furthermore, Lin et al. [6] proposed
another DE scheme, where the location map was removed completely.
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Recently, Hu et al. [7] applied the DE method to prediction-errors and
proposed a scheme with an improved overflow map.

Using histogram operation is another effective strategy for reversible
watermarking schemes. Vleeschouwer et al. [8] randomly divided a
group of pixels into two sets. Due to the statistical feature, histograms
of the two sets were similar. By circular interpretation of the two his-
tograms, secret messages can be embedded into one of them and can
be extracted in a lossless manner. Ni et al.’s scheme [9] utilized a zero
point and a peak point of a given image histogram to embed messages,
where the amount of embedding capacity was the number of pixels
with peak point. Then, Hwang et al. [10] extended Ni’s scheme and
applied location map to restore original image without the knowledge
of the peak point and zero point. Lin and Hsueh [11] applied the bin ex-
changing approach to histogram of three-pixel block differences, which
provided large pure capacity and achieved low distortion at the same
time. In Tsai et al.’s article [12], they achieved a high embedding ca-
pacity by using a residue image indicating a difference between a basic
pixel and each pixel in a nonoverlapping block. In 2009, Kim et al. [13]
presented an efficient reversible watermarking algorithm where the dif-
ference histogram between subsampled images was modified to embed
messages.

Additionally, Kalker et al. [14] presented theoretical analysis of re-
versible watermarking and gave a practical code construction, where
the host could be memoryless. Later, Maas et al. [15] illustrated the
detailed implementation of such a code construction for recursive re-
versible data hiding.

In this paper, we propose a reversible watermarking scheme based
on additive interpolation-error expansion, which features very low dis-
tortion and relatively large capacity. Different from previous water-
marking schemes, we utilize an interpolation technique to generate
residual values named interpolation-errors and expand them by addi-
tion to embed bits. The strategy is efficient since interpolation-errors
are good at decorrelating pixels and additive expansion is free of ex-
pensive overhead information.

The rest of the paper is organized as follows. The key issues of the
proposed watermarking scheme are described in Section II. Then the
details of the proposed algorithm including the embedding and ex-
tracting processes are elaborated in Section III. Experimental results
are given and analyzed in Section IV. Finally, conclusions are drawn
in Section V.

II. ADDITIVE INTERPOLATION-ERROR EXPANSION

In this section, first, a detailed description of additive interpolation-
error expansion is given. Following that is the introduction of interpo-
lation-error.

A. Additive Interpolation-Error Expansion

Essentially, the data embedding approach of the proposed reversible
watermarking scheme, namely additive interpolation-error expansion,
is a kind of DE. But it is different from most DE approaches [3]–[7] in
two important aspects:

1) It uses interpolation-error, instead of interpixel difference or pre-
diction-error, to embed data.

2) It expands difference, which is interpolation-error here, by addi-
tion instead of bit-shifting.

First, interpolation values of pixels are calculated using interpolation
technique, which works by guessing a pixel value from its surrounding
pixels. Then interpolation-errors are obtained via

� � �� �
� (1)

where �� are the interpolation values of pixels �. Let �� and ��
denote the corresponding values of the two highest points of interpola-
tion-errors histogram and be formulated as

�� � ������
���

��	
���

�� � ��� ���
��������

��	
��� (2)

where ��	
��� is the number of occurrence when the interpolation-error
is equal to � and � denotes the set of interpolation-errors. Without loss
of generality, assume �� � �� . Then, we divide the interpolation-
errors into two parts:

1) Left interpolation-errors ����: interpolation-error � satisfies � �
�� .

2) Right interpolation-errors ����: interpolation-error � satisfies
� � �� .

The additive interpolation-error expansion is formulated as

�
� �
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where �� is the expanded interpolation-error, � is the bit to be em-
bedded, and 	������ is a sign function defined as

	������ �
�	 � � ��

��	 � � ��.
(4)

In (3), the parameters �
 and �
 are defined as

�
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�
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(5)

Usually, �� is a very small integer and in most cases 0, while �
 is
a smaller integer that with no interpolation-error satisfying � � �
 .
Similarly, in most cases, �� is equal to 1 and �
 is a larger integer
with no interpolation-error satisfying � � �
 . After expansion of
interpolation-errors, the watermarked pixels ��� become

�
�� � �

� 
 �
�
� (6)

During the extracting process, with the same interpolation algorithm,
we can obtain the same interpolation values �� and the corresponding
interpolation-errors via

�
� � �

��
� �

�
� (7)

Note that (7) is the deformation of (6). Once the same �� , �
 ,�� ,
and �
 are known, embedded data can be extracted through

� �
�	 �� � �� �� ��

�	 �� � �� � � �� �� 
 �.
(8)

Then the inverse function of additive interpolation-error expansion is
applied to recover the original interpolation-errors

��

���	���������	 �� � �����	 �� �����	��
��

���	���������	 ��� ��
	���������
�	 �
 �

��	 �
�����	�.
(9)

Finally, we can restore the original pixels through

� � �
� 
 �� (10)

Compared with previous DE [3]–[7], the additive interpolation-error
expansion is advantageous in three aspects: first, the distortion of ad-
ditive expansion is smaller since each pixel is altered at most by 1.
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Fig. 1. Interpretations of half-enclosing casual pixels and full-enclosing pixels.

Second, no location map is needed to tell between expanded interpola-
tion-errors and nonexpanded ones since they are distinguishable with
�� , �� , �� , and �� . Last, interpolation-errors are more expand-
able than interpixel differences or prediction-errors, which will be ex-
plained in the following section.

B. Interpolation-Error

Different from the recent conventional schemes, we exploit inter-
polation-error, the difference between pixel value and its interpola-
tion value, to embed data. There are several reasons that lift interpo-
lation-error to be a better alternative to interpixel difference or predic-
tion-error.

The reasons for using interpolation-error instead of interpixel differ-
ence in the proposed scheme can be summarized as two points. The first
one is that interpolation-error requires no blocking which can signifi-
cantly reduce the amount of differences and in turn lessen the poten-
tial embedding capacity. For instance, in Tian’s method, the number of
differences is only a half of the number of total pixels. And for a pixel
vector or a pixel block of � pixels, as presented in [4], the number of
differences is �� � ���� of the number of total pixels, which means
that ��� pixels are spent to find differences. The cost is considerably
expensive because� cannot be large. But in our scheme, we almost get
all pixels as candidates to embed messages except some negligible mar-
ginal pixels, which promises a larger embedding capacity. The second
one is that interpolation-error exploits the correlation between pixels
more significantly. Fundamentally, the feasibility of reversible image
watermarking is due to high interpixel redundancy or interpixel corre-
lation existing in practical images. To maximize the capacity of image
watermarking, we should exploit the correlation of pixels to the greatest
extent. The proposed scheme utilizes the full-enclosing pixels to inter-
polate the target pixel, so the interpolation-error tends to be smaller,
which means that we can obtain a higher capacity.

Compared with prediction-error, our method also has several advan-
tages. First, referring to Fig. 1, we select the full-enclosing pixels that
can be before and after the current pixel, not the half-enclosing casual
pixels that must be before the current pixel to estimate the target pixel,
which exploits the correlation between pixels more significantly. In ad-
dition, because of the diversity of images, it is difficult to find an appro-
priate predictor in the prediction-error schemes, and the complexity of
prediction depends on the characteristics of the image, but our method
only samples pixels from the original image and utilizes a simple in-
terpolation algorithm, which is another important reason for preferring
interpolation-error to prediction-error.

Next, we offer a feasible image interpolation algorithm to obtain in-
terpolation values and interpolation-errors. Image interpolation is the
process of producing a high-resolution image from its low-resolution
counterpart. It has applications in medical imaging, remote sensing,
and digital photographs. For better understanding, we adopt a con-
crete interpolation algorithm, which is Zhang et al.’s [16] simplified

Fig. 2. (a) Formation of a low-resolution image � from the high-resolution
image � ; (b), (c) interpolation of residual samples of high-resolution; (d) the
interpolation of the sample pixels.

method, to explain the interpolation-error. However, the proposed re-
versible watermarking scheme does not rely on the specific interpola-
tion algorithm.

Assume a low-resolution image �� is directly down-sampled from an
associated high-resolution �� through ����	 
� � ������ �	 �
 � ��,
� � � � � , � � 
 � � . Referring to Fig. 2(a), the black dots repre-
sent the pixels of �� and the white dots represent the missing pixels of
��. The interpolation aims to estimate the missing pixels in high-reso-
lution ��, whose size is �� � �� , from the pixels in low-resolution
��, whose size is � �� .

The key issue of interpolation is how to infer and utilize the cor-
relation between the missing pixels and the neighboring pixels. With
the interpolation algorithm under discussion, we partition the neigh-
boring pixels of each missing pixel into two directional subsets that are
orthogonal to each other. For each subset, a directional interpolation
is made, and then we fuse the two interpolated values with an optimal
pair of weights to estimate ��. We reconstruct the high-resolution �� in
two steps. First, those missing pixels �����	 �
� at the center locations
surrounded by four low-resolution pixels are interpolated. Second, the
other missing pixels �������	 �
� and �����	 �
��� are interpolated
with the help of the already recovered pixels �����	 �
�.

Then, we discuss the details of the first step. Referring to Fig. 2(b),
we can interpolate the missing high-resolution pixel �����	 �
� along
two orthogonal directions: 45� diagonal and 135� diagonal. Denoted
by ��

�����	 �
� and ��

������	 �
�, the two directional interpolation re-
sults are computed as

��

�� � �����	 
 � �� � ����� �	 
����

��

��� � �����	 
� � ����� �	 
 � ������
(11)

Here, we take ��� and ���� to represent the interpolation errors in the
corresponding direction. Let

������	�
� � ��

�����	 �
�� �����	 �
�

�������	�
� � ��

������	 �
�� �����	 �
��
(12)
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Fig. 3. LSB replacement of the overhead information. The gray part represents
the marginal area of cover-image.

Instead of computing the linear minimum mean square-error estima-
tion (LMMSE) estimate of ��, we select an optimal pair of weights to
make ��

� a good estimate of ��. The strategy of weighted average leads
to significant reduction in complexity. Let

��

� � ��� � �
�

�� � ���� � �
�

���

��� � ���� � ��
(13)

The weights ��� and ���� are determined to minimize the mean
square-error of ��

����� ����� � ��� ��	
� �� ��

� �
�

� � ��
�
� (14)

According to abundant experiments, the correlation coefficient be-
tween ��� and ����, which influences the correlation between ��

�� and
��

��� from (12), hardly changes the PSNR value and visual quality of
the interpolation image. So we can show the weights are

��� �
�
�����

�
���� � �
�����
� ���� � �� ��� (15)

where �
����,�
����� are the variance estimations of ��� and ����, re-
spectively. They are related to the mean value of ��
��� �	� that we will
discuss. From (15), we can see intuitively how the weighting method
works. For instance, for an edge in or near the 45� diagonal direction,
�
����� is higher than �
���� so that ���� will be less than ���; con-
sequently, ��

��� has less influence on ��

� than ��

��, and vice versa.
Referring to Fig. 2(b), the mean value of ��
��� �	�, denoted by 
, is

estimated by the available low-resolution pixels around ��
��� �	�. To
balance the complexity of computation and the consistency of pixels,
we compute 
 as


 �

��
�� 	������
���� 	��



�


��
�� 	����
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� (16)

Then we return to the computation of �
���� and �
�����, which are
the variance estimations of interpolation errors in the corresponding
directions. They are computed as

�
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�
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�
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where the two sets are

��� � ���
�� 	 � ��� ��

��� ��
�� �� 	��

���� � ���
�� 	�� �
�

���� ��
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(18)

We can use (11)–(18) to obtain the estimations of the missing high-
resolution pixels ��
��� �	� and finish the first step.

After the missing high-resolution pixels ��
��� �	� are estimated,
the residual pixels ��
��� �� �	� and ��
��� �	� �� can be estimated
similarly. Referring to Fig. 2(c), the black dots represent the low-res-
olution pixels, the gray dots represent the estimated pixels in the first

step, and the white dots represent the pixels that are to be interpolated.
As illustrated in Fig. 2(c), the remainders are computed in a similar way
as described in the first step, except the two directions are modified to
0� and 90�. Finally, the whole high-resolution is reconstructed through
the above process.

Here, we can obtain the interpolation-errors just through calculating
the difference between interpolation values and original values. How-
ever, as illustrated in Fig. 2(a), a quarter of pixels, which are exploited
to reconstruct the image, cannot be utilized to embed the data. Conse-
quently, the capacity of the algorithm is constrained, which is a problem
we must deal with. To clarify this problem, we give some definitions
that will be used.

1) Sample pixels: the pixels in the original image which are sampled
to form the low-resolution image.

2) Nonsample pixels: the pixels in the original image except sample
pixels.

In (3), each pixel is modified at most by 1 through additive inter-
polation-error expansion, thus high image quality is preserved and the
watermarked nonsample pixels can be utilized to interpolate the sample
pixels. Referring to Fig. 2(d), the gray dots represent the watermarked
nonsample pixels and the white dots represent the sample pixels. As
illustrated in Fig. 2(d), the sample pixels are interpolated along two or-
thogonal directions: 0� and 90� and the corresponding interpolation-er-
rors are easily obtained by the interpolation algorithm.

III. ALGORITHM OF THE PROPOSED SCHEME

This section presents the implementation details of the proposed re-
versible watermarking scheme.

A. Overhead Information

After secret messages are embedded, some overhead information is
needed to extract the covert information and restore the original image.
Generally, the overhead information contains the following:

1) the information to identify those pixels containing embedded bits;
2) the information to solve the overflow/underflow problem.

In our proposed scheme, we use four keys, namely
� ,
� ,�� , and
�� in (2) and (5), to identify the pixels containing embedded bits, and
exploit a boundary map, to record information on solving the overflow/
underflow problem.

Since overflow/underflow happens when pixels are changed from
255 to 256 or from 0 to �1 (boundary pixels), we apply additive in-
terpolation-error expansion only to pixels valued from 1 to 254. How-
ever, ambiguities arise when nonboundary pixels are changed from 1
to 0 or from 254 to 255 (pseudoboundary pixels) during the embedding
process. When a boundary pixel is encountered during the extracting
process, it is originally either a boundary pixel or a pseudoboundary
pixel. Therefore, to find the original boundary pixels, we only need
to tell whether boundary pixels in the watermarked image are genuine
or pseudo. A boundary map is the right judge to distinguish between
genuine and pseudo. It is a binary array with its every element corre-
sponding to a boundary pixel in the watermarked image, 0 for genuine
and 1 for pseudo.

It is verified through abundant experiments that the boundary map is
very short and needs no compression. Take the eight most popular test
images for example (Lena, Baboon, Plane, Sailboat, Peppers, Barbara,
Boat, Tiffany), the largest size is merely 16 for single-layer embedding.
So the marginal area of the cover-image, illustrated in Fig. 3, is enough
to accommodate it using least significant bit (LSB) replacement. The
LSB replacement is not a problem only if we record the original LSB
bit-plane of the marginal area at the head of the payload as overhead
and place it back once it is extracted during the extracting process.
Referring to Fig. 3, the 
� , 
� , �� , and �� in (2) and (5) can
be embedded in a similar way.
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Fig. 4. Watermarked versions of test images. (a) Lena (40.69 dB with 0.59 bpp); (b) Baboon (42.92 dB with 0.16 bpp); (c) Plane (40.31 dB with 0.65 bpp);
(d) Sailboat (43.17 dB with 0.26 bpp).

B. Embedding Process

The proposed scheme is mainly composed of two parts for the em-
bedding of the watermark: interpolation and embedding. In the interpo-
lation process, we estimate the interpolated values with the above-men-
tioned algorithm and calculate the interpolation-errors in the raster scan
order. In the embedding process, we apply additive expansion to in-
terpolation-errors and embed the watermark information. The detailed
description of the embedding process is given as follows.

1) Record some original LSB bits of the marginal area as overhead
and add “0” to the beginning of boundary map � as a label. Then,
assemble overhead and watermark information to form payload
� .

2) Using (1), calculate interpolation-errors � of the nonsample pixels
as discussed in Section II-B.

3) Work out the frequency of every interpolation-error and find out
�� , �� , �� , and �� . Next, scan the cover-image from the
beginning and start to undertake the embedding operation.

4) If � � ��	 ����, put a “0” into the boundary map � and move to
the next one. Else, expand � through additive expansion and work
out the watermarked pixel ��� . If ��� � ��	 ����, put a “1” into
the boundary map �.

5) For convenience, let
� denote the condition when� is not com-
pletely embedded, and 
� denote the condition when the current
pixel is not the end of nonsample pixels. If
� and
� are both sat-
isfied, go to Step 4). If
� is satisfied but
� is not satisfied, record
the length of the boundary map � (denoted by �) and replace the
header of � with “1”, Then, calculate the interpolation-errors of
the sample pixels and go to Step 3).

6) Embed �, �, �� s, �� s, �� s, and �� s into marginal area of
the cover-image using LSB replacement.

For intuition and pellucid, we only consider the single-layer embed-
ding in the above-mentioned steps. But we have also implemented mul-
tilayer embedding and undertaken relevant experiments, which will be
discussed in Section IV. In addition, we can append an end-token to
watermark data to indicate where the data hiding ends in the image,
and set a label to determine whether to embed watermark data.

C. Extracting Process

The corresponding extracting process is described as follows.
1) Obtain �� s, �� s, �� s, �� s, �, and the boundary map �

from the LSB of marginal area of the watermarked image. Next,
scan the watermarked image and undertake the following steps.

2) Extract the first bit of the boundary map �, if it is equal to 0, go
to Step 5).

3) Using (1), work out the expanded interpolation-errors �� of the
watermarked sample pixels �� as discussed in Section II-B.

4) If �� � ��	 ����, recover the interpolation-error � through inverse
additive expansion and put the extracted bit into ��. Else, �� �
��	 ����, remove the �th bit � from �, here, if � is equal to 0,
move to the next one, else process like �� � ��	 ����. Do this step
until the latter part of payload is extracted.

5) Using (1), calculate the expanded interpolation-errors �� of the
watermarked nonsample pixels ��.

6) If �� � ��	 ����, recover the interpolation-error � using (9) and
put the extracted bit into ��, else remove the second bit from �,
here, if it is equal to 0, move to the next one, else operate like
�� � ��	 ����.

7) Decode overhead information and restore the pixels in marginal
area once their LSBs are extracted.

8) Go to Step 6) if the former part of payload is not completely ex-
tracted.

9) Merge the bits in �� and �� to form the watermark information.

IV. EXPERIMENTAL RESULTS

We have implemented the proposed reversible watermarking
scheme using MATLAB, and have successfully applied it to standard
test images varying from complex (Baboon) to smooth (Plane).
Equality between the original images and restored images has proved
the reversibility of the proposed scheme in experiments. In our ex-
periments, we take a random bit string as the watermark message
and adopt peak signal-to-noise ratio (PSNR) value and bit number
(or bpp) as measurements of image quality and embedding capacity,
respectively. The watermarked versions of test images (sized 512 �
512, 8-bit grayscale) are placed as examples in Fig. 4, where the visual
qualities of them are satisfactory.

For single-layer embedding, since the proposed scheme alters each
pixel at most by 1, the PSNR value of the watermarked image is
guaranteed to be larger than �� � �
��� ���� � ���	 
 ����� dB.
Table I summarizes comparison results with other conventional
schemes [7], [9]–[11] for four test images: Lena, Baboon, Plane, and
Sailboat. Schemes [9]–[11] achieve reversible watermarking through
histogram-shifting, whereas scheme [7] is based on bit-shifting pre-
diction-error expansion and its capacity is controlled by the threshold
� . As shown in Table I, the single-layer embedding of the proposed
scheme outperforms other algorithms and its capacity achieves about
from 6% to 1213% performance enhancement for the test images.

Since it is completely lossless, our scheme can easily achieve higher
capacities through multilayer embedding when larger payloads are re-
quired. For better evaluation of the performance of multilayer embed-
ding, we compare our results with other reversible watermarking al-
gorithms which are proposed by Kim et al. [5], Lin et al. [6], Tsai et
al. [12], and Kim et al. [13], respectively, for the Lena, Baboon, Plane,
and Sailboat. In Fig. 5, for all four images, the top curve is the proposed
scheme, and at the same PSNR value, the embedding capacity of the
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TABLE I
COMPARISON RESULTS IN TERMS OF THE CAPACITY (bits) AND THE PSNR VALUE (dB) FOR LENA, BABOON, PLANE, AND SAILBOAT

Fig. 5. Performance evaluation of multilayer embedding over standard test images. (a) Lena; (b) Baboon; (c) Plane; (d) Sailboat.

proposed scheme is about 0.15–0.3 bpp higher than those of Kim et
al.’s [5] and Lin et al.’s [6], which are based on interpixel DE. For Tsai
et al.’s scheme [12] which achieves large capacities through multilayer
embedding, its PSNR value is about 1.5–3.5 dB lower than that of the
proposed scheme when the same amount of payloads are embedded.
Fig. 5 also dedicates that the proposed method achieves higher embed-
ding capacity with lower image distortion than Kim et al.’s [13], espe-
cially for Baboon which represents images with large areas of complex
texture.

In addition, the experimental results of single-layer and multilayer
embedding also verify the interpretation of the superiority of interpo-
lation-error to prediction-error or interpixel difference, which is de-
scribed in Section II-B.

V. CONCLUSION

In this paper, a novel reversible watermarking scheme has been pre-
sented. Different from the latest schemes using prediction or wavelet
techniques, the proposed scheme uses an interpolation technique to
generate residual values named interpolation-errors, which are demon-
strated to be of greater decorrelation ability. By applying additive ex-
pansion to these interpolation-errors, we achieve a highly efficient re-
versible watermarking scheme, which can guarantee high image quality
without sacrificing embedding capacity.

According to the experimental results, the proposed reversible
scheme provides a higher capacity and achieves better image quality
for watermarked images. In addition, the computational cost of the
proposed scheme is small.
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