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Load Frequency Control of Power Systems With
Electric Vehicles and Diverse Transmission Links

Using Distributed Functional Observers
Thanh Ngoc Pham, Hieu Trinh, and Le Van Hien

Abstract—This paper presents a load frequency control scheme
using electric vehicles (EVs) to help thermal turbine units to
provide the stability fluctuated by load demands. First, a gen-
eral framework for deriving a state-space model for general
power system topologies is given. Then, a detailed model of
a four-area power system incorporating a smart and renew-
able discharged EVs system is presented. The areas within the
system are interconnected via a combination of alternating cur-
rent/high voltage direct current links and thyristor controlled
phase shifters. Based on some recent development on functional
observers, novel distributed functional observers are designed,
one at each local area, to implement any given global state
feedback controller. The designed observers are of reduced
order and dynamically decoupled from others in contrast to
conventional centralized observer (CO)-based controllers. The
proposed scheme can cope better against accidental failures
than those CO-based controllers. Extensive simulations and com-
parisons are given to show the effectiveness of the proposed
control scheme.

Index Terms—Distributed functional observers (DFOs), high
voltage direct current links, linear functional observers (LFOs),
load frequency control (LFC), state observers, thyristor con-
trolled phase shifters (TCPSs), vehicle-to-grid (V2G).

NOMENCLATURE

LFC Load frequency control.
EV Electric vehicle.
AC Alternating current.
HVDC High voltage direct current.
TCPS Thyristor controlled phase shifter.
FACT Flexible alternating current transmission.
BESS Battery energy storage system.
V2G Vehicle-to-grid.
LRO Luenberger reduced-order observer.
LFO Linear functional observer.
CFO Centralized functional observer.
CO Centralized observer.
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DFO Distributed functional observer.
i ith area, i = 1, 2, . . . , N.
ni Number of local state variables for ith area.
qi Order of DFO for ith area.
Mi, Di Inertia constant, load damping coefficient.
fi, Ri Frequency deviation, governor droop charac-

teristic.
αgi, αei Thermal turbine and EVs participation factors.
Kgi, Tgi Speed governor gain and time constant.
Kri, Tri Reheat gain and time constant.
Kti, Tti Thermal turbine gain and time constant.
Kei, Tei EVs gain and time constant.
Kij, Ksij Gain constants of HVDC and TCPS links.
Tdci, Tsij Time constants of HVDC and TCPS links.
Tij Tie-line synchronizing coefficient.
ACEi, bi Area control error, frequency bias constant.
Paci, Pdci Interchange ac and HVDC power.
Pac,ij, Psij Incremental changes in ac tie-line and TCPS

power.
Ptie,i, Pli Tie-line power interchange deviation and local

load demand.
Pei, Pgi Incremental changes in EVs and turbine

output power.
Pri Incremental change in intermediate output of

turbine.
Xgi Incremental change in governor valve

position.
Pcgi, Pcei Thermal turbine and EVs control inputs.
Pci Local control input.

I. INTRODUCTION

LOAD FREQUENCY control (LFC) is paramount in
the operation of interconnected power systems. Due to

load disturbances, the total supplied power does not always
match the power demand and this causes some undesirable
effects [1], [2] such as the frequency and interchange power
may widely oscillate and deviate from the scheduled values.
Thus, the main objective of LFC is to maintain the fre-
quency and interchange power at the desired values through
appropriate control action [3]–[5].

A multi-area complex power system normally comprises a
large number of distant or remote areas where each area is
interconnected to others via ac power lines (see [4], [5]). Along
with ac transmission, HVDC transmission is also used due to
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some economic benefits and its ability to enhance stability in
the system. In general, HVDC transmission does not require
reactive power compensation, has lower electrical loses and is
more economical when electric power is transferred over long
distances (see [2], [6], [7]). By using ac and HVDC links
together, better stability margin and dynamic performance can
be achieved (see [8]–[10]). On the other hand, TCPS which is
an application FACT, is another possible tool for enhancing the
dynamic performance of the system [11]. TCPS located along
an ac tie-line can regulate power flow by changing the relative
voltage angle between the two interconnected areas [12].

Recently, EV has attracted considerable research interests
due to its environmentally friendly characteristics such as
lower greenhouse emission and noise pollution [13], [14].
Notably, EV has its own battery and with the V2G tech-
nology, a fleet of thousands of EVs can be used as control-
lable energy storage devices to participate in power system
operation [15], [16]. Operating as a large BESS, a fleet of EVs
is very effective in stabilizing load and frequency fluctuations
(see [17]–[21]) due to the fast response characteristics of EVs
battery [22]. Furthermore, hundred thousands of EVs can be
connected to the grid as a large power plant. This situation is
feasible since most of EVs are plug-in to the grid when park-
ing at station or at home [23]. Therefore, it is possible that EVs
participate in the LFC to assist power units to rapidly suppress
load fluctuations [23]–[26]. EVs interact to grid by bidirec-
tional power electronic devices so that they react to the new
load set-point faster than conventional generators [26]. In order
to group a fleet of thousands of EVs, the concept of aggrega-
tor has been developed [16], [24], [25], [27]–[30]. Here, the
role of an aggregator is to gather and send information about
the EVs’ status to the control center and reallocate the control
command to disperse EVs. To develop a smart power grid that
can integrate EVs, an open communication infrastructure such
as network control system or wide-area communication is nec-
essary. With this communication infrastructure, EVs receive
control signals and update in real-time their data information
such as the state of charge, capacity of EVs’ power and the
number of connected EVs to the grid [16], [23]–[30]. The
communication infrastructure for EVs comprises power line
communication, general packet radio service, an Internet con-
nection [22], [24], [28], [29], wireless protocol with ZigBee
technology, and Bluetooth [16]. In this paper, we consider
that most of EVs at each local area are parked at stations
which are closed together and the communication happens at
a very high speed relative to the speed of the closed-loop
system. Therefore, we ignore any network-induced commu-
nication delay that may arise in the communication channel.
Such an assumption is reasonable and it will be justified later
on in this paper.

In this paper, we present a novel LFC scheme that incor-
porates EVs into the stabilization of load fluctuations. To
demonstrate the feasibility of our scheme, we consider a four-
area power system where each area is interconnected to others
via a combination of ac/HVDC links and TCPS. A detailed
mathematical model of a four-area power system including the
dynamics of EVs is derived in this paper. Accordingly, with the
availability of a detailed mathematical model, a state feedback

control law can be easily designed to optimally determine
the charging/discharging behaviors of EVs and the generat-
ing units’ power output. However, any feasible optimal state
feedback control law inevitably requires the information of
all the state variables in order to generate a control input
signal [4]. Hence, it becomes unrealistic if some state variables
are not available for feedback control. To overcome this prob-
lem, conventional CO-based controllers where state observers
were used to reconstruct the unmeasured states [31], [32]
have been proposed. However, CO-based control schemes
require complex hardware and a central facility for process-
ing very large amount of information in real-time and on-line.
Therefore, to be able to implement any optimally designed
global state feedback control law, it is important to develop
some reduced-order distributed observer-based schemes where
the processing of information and the control task are shared
among the local controllers. For security and economical con-
siderations, it is desirable that these controllers share as little
information among themselves as possible.

On the other hand, LFOs estimate linear functions of
the state vector without estimating all the individual states
and so reduce the order and complexity of the designed
observers [33]. The significance of this is that any designed
state feedback control law can now be implemented by using a
minimum-order LFO leading to a simpler way to implement a
state feedback control law. Indeed, for large complex systems
such as multi-area power systems, LFOs have a vast potential
to reduce the cost, weight, volume of engineered systems and
simplify their maintenance and installation. In this paper, based
on some recent development on LFOs [33]–[37], we design
DFOs, one at each local area, in order to carry out the practical
implementation of any given (designed) global state feedback
control law. The control input signal can be reconstructed as
the functional state variables. The proposed observers are of
reduced-order, dynamically decoupled from others and there-
fore the proposed scheme is simple to implement. Recently,
LFC using functional observers has been reported in [38],
but for a simple model of a two-area interconnected power
system. In contrast, in this paper, EVs are used to help ther-
mal turbine units to provide the stability fluctuated by load
demands. We lay down the foundation for deriving a state-
space model for general power system topologies with diverse
transmission links (i.e., ac/HVDV, TCPS) and EVs. For the
first time, the derived state-space model contains the dynamic
interactions of EVs and how they effect the global stability of
the infrastructure. We provide an in-depth LFC of a complex
four-area power system incorporating EVs in each area and
the areas themselves are interconnected by a diverse transmis-
sion links of ac/HVDC and integrated TCPS. We also show
that the design method can deal with general power systems
with diverse links, topologies and a large number of connected
areas. We validate this by showing further studies on five- and
six-area interconnected power systems.

II. MULTI-AREA INTERCONNECTED POWER SYSTEMS

Fig. 1 shows a general transfer function model of
N-area interconnected power system arising from the original
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Fig. 1. Transfer function model of N-area interconnected power system.

model [39]. In this paper, the following considerations are
added to the model: 1) a dynamics model for the discharging
of EVs; 2) plants with reheated thermal turbines; 3) HVDC
links, represented in the model by Pdci; and 4) TCPS in ac
power tie-lines, represented in the model by Paci.

In order to maintain system frequency and power tie-line at
the scheduled values, the control center sends the incremen-
tal change in power set-point, Pci, and through participation
factors αgi and αei, control signals Pcgi and Pcei are sent to
regulate the power output of the generating units and EVs,
respectively. The bidirectional power electronic devices allow
EVs to pump energy into the grid and their power capacity
can be contributed to the LFC control as power plant. The
aggregator collects information on all EVs and provides them
to the control center. In addition, the aggregator receives the
power set-point from the control center and then allocates it
to dispersed EVs. The fleet of EVs is modeled [17]–[20] by
a first-order with time constant Tei and gain Kei. From Fig. 1,
the EVs output power deviation is

Pei(s) = Kei

1 + sTei
Pcei(s). (1)

In order to participate HVDC links into LFC, the supplemen-
tal HVDC proportional controller is implemented. The HVDC
power interchange, Pdci, of area i is determined by the HVDC
control signal Ei with a time constant Tdci [8]–[10], [40]. The
Ei signal is computed according to the difference between
the frequency deviations of area i and the other areas j,
j = 1, 2, . . . , N, j �= i [41] with a HVDC gain Kij. Hence,
Pdci is obtained, where

Pdci(s) = 1

1 + sTdci
Ei(s) (2)

where Ei(s) = ∑N
j=1,j �=i Kij( fi(s) − fj(s)). Note that Kij = 0

when there is no HVDC link between areas i and j.
Without TCPS, the ac power tie-line deviation between

areas i and j is given according to [39]

Pac,ij(s) = 2π

s
Tij

(
fi(s) − fj(s)

)
. (3)

With integrated TCPS, the ac power tie-line deviation between
areas i and j is obtained as [11]

Pac,ij(s) = 2π

s
Tij

(
fi(s) − fj(s)

) + Psij(s) (4)

where Psij(s) is the TCPS power deviation and it is defined as

Psij(s) = Tij
Ksij

1 + sTsij
fi(s). (5)

Therefore, the ac tie-line power interchange deviation at area
i is obtained, where

Paci(s) =
N∑

j=1,j �=i

Pac,ij(s). (6)

In LFC, it is important to maintain zero steady-state error for
tie-line power and frequency deviations when the system is
subjected to any step load disturbance. The deviations from
these scheduled values are combined and represented in the
ACE. Within each area, the ACE is computed according to the
following:

ACEi(t) = Ptie,i(t) + bi fi(t) (7)

where Ptie,i(t) = Paci(t) + Pdci(t) is the tie-line power inter-
change deviation at area i. For an N-area interconnected power
system, note that

∑N
i=1 Ptie,i(t) = 0. Zero steady-state error is

achieved if all ACEi (i = 1, 2, . . . , N) are forced to have zero
steady-state value in response to any step load disturbance.
This implies that a successful LFC scheme needs to include
integral controllers, the inputs to which are the ACEs.

Accordingly, for the multi-area power system as shown in
Fig. 1, a state-space model for each local area can be derived
as follows:

ẋi(t) = Aiixi(t) +
N∑

j=1,j �=i

Aijxj(t) + Biui(t)

+ �idi(t), i = 1, 2, . . . , N (8)

where xi(t) ∈ R
ni , ui(t) = Pci(t) and di(t) = Pli(t) are the local

state vector, local control input and local load disturbance,
respectively. The local state vector for each area, xi(t) ∈ R

ni ,
is defined as follows:

xi(t) = [
fi(t) Xgi(t) Pri(t) Pgi(t) Pei(t)
∫

ACEi(t)dt Ptie,i(t) Pdci(t) Psij(t)
]T

. (9)

In this paper, we define the outputs at each local area
yi(t) ∈ R

5 to be

yi(t) =
[

Ptie,i(t) fi(t) Xgi(t) Pgi(t)
∫

ACEi(t)dt

]T

= Cix(t). (10)

Even though the main results of this paper can be applied
to general power system topologies with a large number
(N >> 2) of connected areas. However, for ease of pre-
sentation, we consider a four-area power system with EVs
and various types of ac/HVDC links and TCPS. The topol-
ogy of the system is depicted in Fig. 2. This model is quite
practical and large enough to demonstrate our distributed con-
trol scheme. Based on the development given in (1)–(10), the
following state-space model is obtained:

ẋ(t) = Ax(t) + Bu(t) + �d(t) (11)

where x(t) ∈ R
31, u(t) ∈ R

4, and d(t) ∈ R
4 are the

global state vector, control vector, and load disturbance



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

4 IEEE TRANSACTIONS ON SMART GRID

Fig. 2. Block diagram representation of a four-area power system.

vector, respectively. Here, x(t) comprises local state vectors
of the four areas, where x(t) = [xT

1 (t) xT
2 (t) xT

3 (t) xT
4 (t)]T .

The global control input vector, u(t), comprises four local
control inputs, where u(t) = [Pc1(t) Pc2(t) Pc3(t) Pc4(t)]T ,
and d(t) comprises four local load disturbances, where d(t) =
[Pl1(t) Pl2(t) Pl3(t) Pl4(t)]T . The local state vector for each
area, xi(t), is defined as xi(t) = [xT

i1(t) xT
i2(t)]

T , where
xi1(t) = [ fi(t) Xgi(t) Pri(t) Pgi(t) Pei(t)

∫
ACEi(t)dt]T

and xi2(t) is defined as x12(t) = [Ptie,1(t) Pdc1(t) Ps13(t)]T ,
x22(t) = [Ptie,2(t) Ps23(t)]T , x32(t) = [Ptie,3(t) Pdc3(t)]T

and x42(t) = [∅]. In (11), B = block − diag(B1, B2, B3, B4),
� = block − diag(�1, �2, �3, �4) and

A =

⎡

⎢
⎢
⎣

A11 A12 A13 A14
A21 A22 A23 A24
A31 A32 A33 A34
A41 A42 A43 A44

⎤

⎥
⎥
⎦.

Please refer to Appendix A for a detailed description of the
matrices A ∈ R

31×31, B ∈ R
31×4, and � ∈ R

31×4.

III. GLOBAL STATE FEEDBACK CONTROL LAW AND SOME

ISSUES ASSOCIATED WITH ITS IMPLEMENTATION

In (11), the integrals of all the ACEs are used as con-
trolled feedback variables to guarantee zero steady-state for
the net power interchange and frequency to any step load
change. Therefore, the requirement on the system stability and
closed-loop control performance can be achieved by adopting
the global policy for controller design. In this regard, well
established principles of pole-placement or optimal state feed-
back control have been extensively covered. Thus, let us now
assume that a global stabilizing state feedback control law of
the form u(t) = Fx(t), F ∈ R

4×31, can be designed to satisfy
some prescribed closed-loop system performance. Please refer
to Appendix B for the data used in the analysis and design of
controller and distributed observers in this paper.

Figs. 3 and 4 show the responses of the net power inter-
change and frequency deviation of area 1 when a 0.1 p.u. step
load change occurred at area 1. As mentioned in Section I,
TCPS and HVDC can enhance stability of the system, and this
can be clearly seen in Figs. 3 and 4. It is also clear from the
figures that the designed global state feedback controller effec-
tively stabilizes the closed-loop system with acceptable tran-
sient responses and zero steady-state deviations. Also, Fig. 5
shows the contribution of EVs and reheated thermal turbine to
LFC with their participation factors 0.1 and 0.9, respectively.

Fig. 3. Ptie,1(t) responses to a 0.1 p.u. step load change at area 1.

Fig. 4. f1(t) responses to a 0.1 p.u. step load change at area 1.

Fig. 5. Pg1(t) and Pe1(t) responses to a 0.1 p.u. step load change at area 1.

As can be seen from Fig. 5, the EVs and thermal turbine able
to provide the required 0.1 p.u. power load demand to area 1.

Let us now turn our attention to the implementation of the
global state feedback controller. For this, let us express u(t)
as follows:

u(t) =
⎡

⎢
⎣

u1(t)
...

u4(t)

⎤

⎥
⎦ =

⎡

⎢
⎣

F1
...

F4

⎤

⎥
⎦x(t) (12)

where Fi ∈ R
1×31 is the feedback gain matrix of the ith area.

Thus, the control law for each area is given as ui(t) = Fix(t).
Also, let us partition Fi as Fi = [

Fi1 Fi2 Fi3 Fi4
]
. Hence

ui(t) =
4∑

j=1

uij(t) (13)
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Fig. 6. Block-diagram implementation of control signal u1(t) for area 1.

where uij(t) = Fijxj(t). Fig. 6 shows a block-diagram imple-
mentation of the control signal u1(t) for area 1. The dashed
(red) lines represent control signals u1j(t), constructed at
areas 2, 3, 4 and they are sent over to area 1 to form an overall
control signal for u1(t). Clearly, the critical problem with this
control law is the unavailability of some of the state variables
for feedback control purpose. In addition, due to the global
nature of the feedback control law, it requires data transfer
as depicted by the dashed (red) lines in Fig. 6. As discussed
in the introduction section, conventional CO-based controllers
where Luenberger-type state observers have been employed
to reconstruct the unmeasured states [31]–[32]. However, the
main problem with this approach is that the order of the
designed state observers is still very high, especially for
the four-area interconnected power system under studied in
this paper. In Section I, we have highlighted the importance
and the need for developing some reduced-order distributed
observer-based control schemes where the processing of infor-
mation and the control task are shared among the local control
stations.

In the next section, we will discuss the design of some novel
DFOs to overcome or lessen some of the issues associated with
CO-based schemes. We will show that the incorporation of
LFOs into LFC of multi-area interconnected power systems
will lead to a simpler control scheme and increased overall
system reliability and practicality.

IV. DISTRIBUTED FUNCTIONAL OBSERVERS FOR

INTERCONNECTED POWER SYSTEMS

It is clear that the control input into each local power
area, ui(t) = Fix(t), is a linear function of the global state
vector x(t). Thus, it would make more sense to design a
reduced-order LFO to directly generate the estimate ûi(t) than
to design a reduced-order Luenberger state observer (LRO)
to estimate x(t) and hence ûi(t) = Fix̂i(t). As pointed out
in [31], [32], and [38], when the load disturbance is a step-
change of any magnitude, d(t) can be ignored altogether
in the design of state observers and the resulting observer-
based closed-loop system still ensures zero steady-state values
for tie-line power and frequencies. In this section, based
on some recent development on LFOs [33]–[37], we design
DFOs where they are dynamically decoupled from each oth-
ers while at the same time ensuring that the LFC task is
shared among them. Now, to design an LFO to estimate

any given linear function of the state vector, zi(t) = Fix(t)
(i = 1, 2, 3, 4), where Fi ∈ R

1×31 is any given matrix,
let us consider the following reduced-order observer for
each area:

ẑi(t) = Kiwi(t) + Eiy
i
a(t), i = 1, 2, 3, 4

ẇi(t) = �iwi(t) + Giui(t) + Jiy
i
a(t) (14)

where wi(t) ∈ R
qi , Ki, Ei, �i, Gi, and Ji are observer param-

eters to be determined such that ẑi(t) converges to zi(t) with
any prescribed convergence rate.

In (14), yi
a(t) denotes the augmented output vector which

must be used at the ith area in order to reconstruct zi(t).
The composition of yi

a(t) will be discussed in more details
a bit later on. Note that from (14), each observer is com-
pletely decoupled from each other as there is no link between
wi(t) and wj(t), j �= i. This is in contrast to the centralized
Luenberger-based controller which needs to send the control
signals from the central facility to all different areas. From
the viewpoint of practical and ease of implementation, it is
most desirable that yi

a(t) contains only the local output infor-
mation, i.e., yi

a(t) = yi(t) = Cix(t). In such case, the observer
is a complete decentralized observer as there is no exchange
of information among the areas. However, this is not possible
since the matrix pair (A, Ci) is not observable nor the triplet
(A, Ci, Fi) is functional observable according to the functional
observability test [36]. What this means is that there does
not exist any state observer nor functional observer if only
the local output information, yi(t), is used to reconstruct zi(t).
Thus, let

yi
a(t) =

[
yi(t)
yi

r(t)

]

=
[

Ci

Ci
r

]

x(t) = Ci
ax(t) (15)

where Ci
a ∈ R

pi×n. Here, yi
r(t) denotes the additional outputs

from the other remote areas and they are sent over to the
ith area. These outputs should be selected so that at least the
triplet (A, Ci

a, Fi) is functional observable. Ignoring d(t) and
let us rearrange (11) and together with (15), we have

ẋ(t) = Ax(t) + B̃iui(t) + B̃rur(t)

yi
a(t) = Ci

ax(t) (16)

where ur(t) ∈ R
3 contains the three remote control inputs of

the three remote power areas, and B̃r ∈ R
31×3. Define the

following error vectors:

εi(t) = wi(t) − Lix(t), ei(t) = ẑi(t) − zi(t) (17)

hence

ei(t) = Kiεi(t) + (
KiLi + EiC

i
a − Fi

)
x(t) (18)

where εi(t) ∈ R
qi , ei(t) ∈ R, and Li ∈ R

qi×n. We take the
derivative of εi(t) as ε̇i(t) = ẇi(t) − Liẋ(t). Using (16)–(18),
we have

ε̇i(t) = �iεi(t) + (
�iLi + JiC

i
a − LiA

)
x(t)

+ (
Gi − LiB̃i

)
ui(t) − LiB̃rur(t). (19)

From (18) and (19), the error ei(t) converges
asymptotically to zero for any initial condition wi(0)
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Fig. 7. Block-diagram implementation of a DFO for area 1.

and any ui(t) if the following matrix equations are
satisfied:

�iLi + JiC
i
a − LiA = 0,�i is Hurwitz (20)

Fi − KiLi − EiC
i
a = 0 (21)

LiB̃r = 0 (22)

Gi = LiB̃i. (23)

Furthermore, if the eigenvalues of matrix �i can be assigned,
then the error ei(t) converges with any prescribed convergence
rate to zero.

Now, we propose to construct the estimated control signal
of ui(t) according to the following law:

ûi(t) = ẑi(t) = Kiwi(t) + Eiy
i
a(t) (24)

and hence the dynamics of the observer (14) is reduced to

ẇi(t) = �ciwi(t) + Jciy
i
a(t) (25)

where �ci = �i + GiKi and Jci = Ji + GiEi.
Together, (24) and (25) now form an observer-based con-
trol scheme for the ith area. Fig. 7 shows a block-diagram
implementation of the DFO for the power area 1.

Incorporating the above scheme (24)–(25) into the four
areas of the power system, we obtain the following augmented
closed-loop system:

ẋ(t) = Acx(t) +
4∑

i=1

B̃iKiwi(t) + �d(t)

ẇi(t) = �ciwi(t) + JciC
i
ax(t), i = 1, 2, 3, 4 (26)

where Ac = A + ∑4
i=1 B̃iEiCi

a.
By using (17) and (21), the first equation of (26) can be

expressed as follows:

ẋ(t) = Ax(t) +
4∑

i=1

B̃i(Fi − KiLi)x(t) +
4∑

i=1

B̃iKiwi(t) + �d(t)

= (A + BF)x(t) +
4∑

i=1

B̃iKiεi(t) + �d(t). (27)

Subject to the satisfaction of the matrix equations (20)–(23),
from (18) and (19), we have

ε̇i(t) = �iεi(t), ei(t) = Kiεi(t), i = 1, 2, 3, 4 (28)

which implies that the errors εi(t) and ei(t) converge to zero
given that matrix �i is Hurwitz.

From (27) and (28), the following augmented closed-loop
system is obtained:

[
ẋ(t)
ε̇(t)

]

=
[
(A + BF) Aε

0 �ε

][
x(t)
ε(t)

]

+ �d(t) (29)

where

ε(t) = [
ε1(t)T ε2(t)T ε3(t)T ε4(t)T

]T

Aε = [
B̃1K1 B̃2K2 B̃3K3 B̃4K4

]

�ε = block − diag(�1,�2,�3,�4).

Clearly, the eigenvalues of the above augmented closed-loop
system are the union of the eigenvalues of the optimal state
feedback controller and of the DFOs. Since �i is required to
be Hurwitz and the controller stabilizes (A + BF), the overall
augmented closed-loop system is therefore stable. This proves
that our DFO scheme obeys the separation principle. Thus, the
remaining task is to solve for the unknown matrices �i, Li, Ki,
Ei, Ji, and Gi such that (20)–(23) are satisfied. This task can
be accomplished by employing an effective design algorithm
reported in [33].

Now, we discuss the composition of yi
a(t) where it com-

prises the local output of the ith area, yi(t), as defined in (10),
and additional outputs from the other areas denoted by yi

r(t).
The local output yi(t) includes Ptie,i(t), fi(t), Xgi(t), and Pgi(t).
Since ACEi(t) is as defined in (7) and with the availability
of Ptie,i(t) and fi(t),

∫
ACEi(t)dt can be easily constructed at

the ith area. The remote output variables, yi
r(t), can be sys-

tematically selected such that the ith area becomes functional
observable. This is done by testing the rank condition of two
existence conditions reported in [37, Th. 4.6]. Using this test,
we have found that the minimal choice of yi

r(t) does not require
any of the Pgj(t) to be sent over to the ith area. Also, it is
worthwhile to point out that the minimal choice of yi

r(t) does
not necessarily provide a good outcome since there is a trade-
off between the order of the designed DFOs and the number
of available output variables.

Accordingly, a comprehensive analysis on the trade-off
between the amount of exchanged information and the order
of the designed DFOs has been carried out and the results are
tabulated in Table I. Note that for the case where all the outputs
of the local area, yi(t), and all the outputs of the three remote
areas, yj(t), are available, this gives a total of 19 outputs.
This case is tabulated in the first row of Table I. Accordingly,
with 19 outputs and 31 state variables, a twelfth-order LRO
is required, whereas a significantly lower order of fifth-order
CFO is required. On the other hand, the resulting order of the
designed DFOs is only a second-order for each power area.
Here, four dynamically decoupled functional observers, one
at each area, and each of only a second-order can be used to
implement the global control law.

Extensive simulation has been carried to test the per-
formance of the designed DFOs. For illustrative purpose,
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TABLE I
MINIMUM ORDER OBSERVER ANALYSIS

Fig. 8. f1(t) responses to a 0.1 p.u. step load change at area 1.

Figs. 8 and 9 show simulations of the performance of DFOs
and LRO. Clearly, both observer-based control strategies can
bring the steady-state output of the frequency deviation and
the power tie-line to zero and with satisfactory transient per-
formance as evident from the figures. As we have already
stated in this paper, the proposed DFOs obey the separation
principle as is the case for the LRO-based control design. The
primary advantage of having a reduced-order closed-loop sys-
tem is realized with the proposed DFOs observer-based control
strategy. For the considered example, the functional observer-
based control strategy uses four second-order controllers, each
with assigned poles at (−2,−3), in comparison to the twelfth-
order centralized LRO. Note that these DFOs are located in
their respective areas, and therefore the control signals need
not be sent from one area to another.

Fig. 10 shows the contribution of EVs and reheated thermal
turbine to LFC with their participation factors 0.1 and 0.9,
respectively. As can be seen from Fig. 10, both the DFOs
and the LRO able to provide the required 0.1 p.u. power load
demand to area 1.

Remark 1: We have undertaken more simulations to show
the effect of Q, R, and α on the transient responses of the
closed-loop system under various optimal state feedback con-
trollers. For this, we consider three scenarios as tabulated
in Table II. Note that scenario A1 is the one considered in
Appendix B. Scenarios A2 and A3 consider two cases where
the value in matrices Q and R is reduced, respectively. While
scenario A4 considers the case where α is reduced to a smaller
value. As can be seen from Fig. 11, changing Q and R effects

Fig. 9. Ptie,1(t) responses to a 0.1 p.u. step load change at area 1.

Fig. 10. Pg1(t) and Pe1(t) responses to a 0.1 p.u. step load change at area 1.

the transient responses of the closed-loop system. While a
smaller |α| leads to a longer settling time, as expected. Indeed,
these observations are consistent with the well-established
theory of linear quadratic regulator (LQR) design.

Note that, one of the key objectives in this paper is to
present a new framework for distributed implementation, using
novel DFOs, of any designed state feedback control law
u(t) = Fx(t). Therefore, with our method, for any given state
feedback controller we can readily design DFOs to realize the
implementation of such controller. To further illustrate this
point, we have designed three set of DFOs corresponding to
the three optimal state feedback controllers as presented in sce-
narios A2, A3, A4. Extensive simulations have been conducted.
For illustrative purpose, Fig. 12 shows that the performance
of our DFO-based controller compared well to that of the
optimal state feedback controller. Hence, demonstrating the
effectiveness of our DFO scheme.

We have also undertaken simulations for cases where sud-
den load changes occurred in two (or more) areas at once and
with different amplitudes. For this, we consider two scenarios
as tabulated in Table III. Fig. 13 shows the response of the
frequency deviation f1(t) of area 1 for scenario B2. It is clear
from the figure and as expected, the frequency deviation f1(t)
at area 1 converges to zeros and with satisfactory transient
response.

Remark 2: Some critical events such as faulty controller
components, accidental failures, or even some deliberate acts
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TABLE II
DIFFERENT VALUES OF Q, R, AND α

Fig. 11. f1(t) responses to a 0.1 p.u. step load change at area 1 for
scenarios A1–A4.

Fig. 12. f1(t) responses to a 0.1 p.u. step load change at area 1 for
scenario A4.

of vandalism may cause a complete shutdown of some local
controllers and as a result, led to loss of control signals. We
can demonstrate that our DFO scheme is more robust against
loss of control signals than CO-based control schemes. Indeed,
in those CO-based control schemes, the tasks of processing
information, estimation and control are done at the central
control facility. Hypothetically, if the control signals are lost
due to a complete shutdown of the central control facility,
then those CO-based control schemes would cease to oper-
ate. In contrast, if there are some failures to one or some of
the local controllers, we still have some remaining controllers
properly functioned. Thus, feedback control action can still
be carried on for those unaffected controllers. To validate this
claim, we consider some scenarios where one or some of the
local controllers are damaged. Through simulations, we show
that for certain cases, adequate closed-loop responses can still
be maintained.

TABLE III
MULTIPLE LOAD CHANGES

Fig. 13. f1(t) responses to multiple load changes in scenario B2.

TABLE IV
FAULTS ANALYSIS

Table IV tabulates three scenarios where some of the local
controllers of the four-area interconnected power system are
damaged. Thus, for instance, say for scenario C2, the local
controllers of areas 2 and 3 are damaged and as a result, the
control signals û2(t) = 0 and û3(t) = 0 are not available
for feedback control. A simulation test is then undertaken to
verify the effectiveness of our DFO scheme in comparison
to a CO-based control scheme such as the well-known LRO
scheme. Note that, when a centralized control facility is dam-
aged, all the control signals are unavailable and hence the
performance of the system in this circumstance is in fact the
open-loop performance.

Figs. 14 and 15 show the responses of f1(t) and Ptie,1(t)
for the three scenarios where a 0.1 p.u. step load change
occurs at area 1. It is observed that when load disturbances
happen at area 1 (which is not damaged in all of the consid-
ered scenarios), the action of the remaining controllers still
provides adequate performance for f1(t) and Ptie,1(t) as their
fluctuations can be brought back to zeros.

In addition, Fig. 16 shows the responses of f1(t) for the three
scenarios where now a step load change occurs at area 3 and
also at area 4. Since load disturbances happen at areas 3 and 4
(which are damaged as depicted in scenarios C2 and C3), we
can see that f1(t) cannot be brought back to zero for scenarios
C2 and C3. Nevertheless, its steady-state is now brought closer
to zero and its responses are less fluctuated when compared
to the open-loop situation.
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Fig. 14. f1(t) responses to a 0.1 p.u. step load change at area 1.

Fig. 15. Ptie,1(t) responses to a 0.1 p.u. step load change at area 1.

Fig. 16. f1(t) responses to a 0.1 p.u. step load change at areas 3 and 4.

Remark 3: The results developed in this paper generaliz-
able for general power system topologies with a large number
of interconnected areas. To validate this point, we have under-
taken some further studies on five- and six-area interconnected
power systems with a variety of links. Their topologies are
shown in Figs. 17 and 18. Now, based on Section II, we
can readily obtain a mathematical model for the five-area and
six-area power systems with 38 and 47 state variables, respec-
tively. By the same method of design and analysis, we can
design DFOs for the two considered systems. The results are

TABLE V
MINIMUM ORDER OBSERVER ANALYSIS

Fig. 17. Block diagram representation of a five-area power system.

Fig. 18. Block diagram representation of a six-area power system.

tabulated in Table V. In all cases, a second-order DFO can be
readily designed for each power area.

Figs. 19–22 show the responses of f1(t) and Ptie,1(t) for the
two systems when a 0.1 p.u. step load change occurs at area 1.
It is clear that the closed-loop performance of the systems
under the proposed distributed control scheme is satisfactory.

Remark 4: It is envisaged that the design method of this
paper can be extended to wider classes of systems that include
nonlinearities and/or uncertainties. For instance, consider the
following system:

ẋ(t) = Ax(t) + Bu(t) + f ((x, u), y) + �d(t)

y(t) = Cx(t) (30)
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Fig. 19. f1(t) responses to a 0.1 p.u. step load change at area 1 (five-area
power system).

Fig. 20. Ptie,1(t) responses to a 0.1 p.u. step load change at area 1 (five-area
power system).

Fig. 21. f1(t) responses to a 0.1 p.u. step load change at area 1 (six-area
power system).

where f ((x, u), y) is a real nonlinear vector function on R
n.

As discussed in [33], by decomposing the nonlinear function
f (., .) into two parts: 1) a nonlinear part comprises a Lipschitz
nonlinear function with respect to the state and input; and
2) a state-dependent unknown part including state/input uncer-
tainties, time-varying terms, additive disturbance, etc. Based
on the method of this paper, we can extend the design to non-
linear cases. In such case, the structure of the observer (14)
needs to be modified to include some extra terms in order
to counteract the nonlinear function. Also, we may need to
resort to some efficient linear matrix inequality-based tech-
niques in order to analyze the asymptotic stability of the error
system. Some preliminary works have been reported in [33].

Fig. 22. Ptie,1(t) responses to a 0.1 p.u. step load change at area 1 (six-area
power system).

However, this is a challenging topic and therefore we would
like to leave it for future research work.

Remark 5: In this paper, we assume that there is enough
EVs which are plug-in to the grid so that their contribution
to LFC is smaller than their capacity which means that there
is still enough reserve left in their batteries. Thus, under this
assumption and as we have already demonstrated, EVs were
able to provide their share of 10% and therefore fully par-
ticipated in the LFC to meet the load demand. In such case,
we only need 90% contribution from the thermal plant. On
the other hand, when this assumption is not met and also due
to the stochastic nature of EVs (i.e., from plugging-in and
plugging-out), it is important to analyze the robustness of our
proposed DFO scheme.

For this, we conducted a number of tests. Firstly, we tested
the robustness of our DFO scheme under a scenario (sce-
nario D1) where the contribution of EVs is not available. Thus,
in this situation, EVs are not participated altogether in the LFC
scheme, and this implies that in the block-diagram of Fig. 1,
we have αei = 0 and Pei(t) = 0, i = 1, 2, 3, 4. As a result,
the augmented closed-loop system (26) is reduced to an aug-
mented closed-loop system with a smaller dimension due to
αei = 0 and Pei(t) = 0, i = 1, 2, 3, 4. Using the same param-
eters of the DFOs designed for the un-faulted situation, we
found that the new augmented closed-loop system is stable and
our DFO scheme still able to main the frequency and inter-
change power deviations with zero steady-state values. Note
that when the EVs are not available, the power plant takes
over and provides the required load demand. We have under-
taken extensive simulations to test this worst case scenario.
For illustrative purpose, Figs. 23 and 24 show the responses
of Pg1(t), Pe1(t), and f1(t) to a 0.1 p.u. step load change at
area 1 under a faulty situation where during the time inter-
vals from 10 to 20 s and 30 to 50 s, EVs were not available
altogether. It is clear from these figures that f1(t) converges to
zero steady-state value and that whenever EVs are not avail-
able, the power plant takes over and provides the required load
demand. This analysis shows that our proposed DFO scheme
is robust and effective in coping with faulty situations.

In our next test, we considered a scenario (scenario D2)
where in addition to loosing all of the EVs at some time inter-
vals (i.e., scenario D1), we also have EVs being subjected to
stochastic fluctuations due to them being plugging-in and out
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Fig. 23. Responses of Pg1(t) and Pe1(t) to a 0.1 p.u. step load change at
area 1 under scenario D1.

Fig. 24. Response of f1(t) to a 0.1 p.u. step load change at area 1 under
scenario D1.

of the grid. In this test, we simulated two cases depicting some
realistic situations where the power output of EVs is subjected
to random fluctuations of 4% and 8% from its nominal value
and that the fluctuations occur within a very fast time interval
of 0.01 s for a duration of 15 s. Figs. 25 and 26 show the
responses of Pg1(t), Pe1(t), and f1(t) to a 0.1 p.u. step load
change at area 1 under this scenario. As expected, due to ran-
dom fluctuations of EVs, the steady-state value of f1(t) cannot
be exactly zero, but it is still within an acceptable value as
there is a small magnitude of fluctuations around zero. Also,
f1(t) has a larger magnitude of fluctuations when there is a
larger change in the output of EVs.

Finally, in our last test, we considered a possible research
direction in order to improve the robustness of the closed-
loop system. For this, we compared the performance of our
designed DFOs for two optimal state feedback controllers
designed under scenarios A1 and A4. Note that in scenario A4,
α was changed from −1 to −0.3 and that it has a longer
settling time than in scenario A1. Extensive simulations have
been undertaken to test the performance of both controllers
for various random fluctuations in the power output of EVs.
For illustrative purpose, Fig. 27 shows the responses of f1(t)
for the case where there was an 8% fluctuations in the power
output of EVs for both controllers. It is observed that the
designed DFO for scenario A1 can handle the fluctuations bet-
ter than scenario A4 as the magnitude of fluctuations is smaller.

Fig. 25. Responses of Pg1(t) and Pe1(t) to a 0.1 p.u. step load change at
area 1 under scenario D2.

Fig. 26. Response of f1(t) to a 0.1 p.u. step load change at area 1 under
scenario D2.

This paper suggests that there is a possible way to improve
the performance of the closed-loop system to better handle
the stochastic nature of EVs. However, this calls for a deeper
research into the topic and it is beyond the scope of this paper.
We therefore would like further research to be carried out to
address this very important research question in dealing with
random stochastic of EVs.

Remark 6: In this remark, we discuss the robustness of
our DFO-based controller scheme to time delays. With regard
to our DFO-based controller scheme, at each local area
(i.e., the ith area), the estimated control signal, ûi(t), is com-
puted according to (24) and (25). Here, yi

a(t) comprises local
output, yi(t), and additional outputs from the other remote
areas, yi

r(t). The implementation of the control signal ûi(t)
is as shown in Fig. 7. It is clear that, yi

r(t) is required to
be sent over to the ith area in order to realize the esti-
mated feedback control signal. In most cases, the measurement
data, yi

r(t), is transmitted through a communication channel
and thus time delays will arise. At a particular area, informa-
tion exchange from its distant areas may encounter distinct
latencies, depending on the distance between the transmit-
ting and receiving ends, the magnitude of data traffics and the
bandwidth of the communication channels. Such a time delay
is designated by the term τji(t) > 0 with j representing the
identifier of the interconnected area where the information is
originated from.
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Fig. 27. Responses of f1(t) to a 0.1 p.u. step load change at area 1 with 8%
random fluctuations in EVs.

More precisely, let us now turn our attention to Fig. 7.
Due to these time delays, y1

r (t) now cannot have instanta-
neous outputs information from areas 2, 3, 4. Instead, it
now comprises the following delayed outputs information
y1

2(t − τ21(t)) + y1
3(t − τ31(t)) + y1

4(t − τ41(t)). In a similar
manner, the estimated control signals for the rest of the areas
(i = 2, 3, 4) are also subjected to time delays. As a result, the
augmented closed-loop system (26) contains multiple time-
varying delays and as such its closed-loop stability will not
always be ensured due to the presence of these time delays.
In this regard, it is still possible to analyze the closed-loop sta-
bility of the augmented closed-loop system and derive some
upper bounds for the time-varying delays in order to ensure
stability of the overall system. This is a subject for future
research papers and it is not our scope to address it in this
paper due to the page limitation of a journal paper.

It should be noted here that our DFO scheme is more robust
to time delays than conventional centralized reduced-order
Luenberger observer scheme. For this, we undertook exten-
sive simulations to test the robustness of our DFO scheme for
the cases where there are multiple time-varying delays and
they vary within different intervals, i.e., 0 < τji(t) < τmax.
For illustrative purpose, Fig. 28 shows the responses of f1(t)
for two cases where the delays vary within 0.4 and 0.8 s for
all i, j = 1, 2, 3, 4. It is clear that time delays have effected
the closed-loop system performance, however, despite this,
the system is still stable and that the steady-state values of
f1(t) still converge to zero. On the other hand, for central-
ized reduced-order Luenberger observer schemes, they are
very vulnerable to time delays. Since to implement such a
scheme, it requires a central facility. For the sake of compari-
son, let us assume that the central facility is located at area 1.
Therefore, as explained above, the outputs information from
areas 2, 3, 4 are needed to be sent over to area 1 and this
gives rise to time delays in the closed-loop system. We have
also undertook simulation for two cases where the delays are
at 0.4 and 0.8 s and found that for both cases, centralized
reduced-order Luenberger observer scheme failed to maintain
closed-loop system stability.

Remark 7: In Section I, we explained that an open communi-
cation infrastructure is necessary in order to integrate EVs into

Fig. 28. Responses of f1(t) to a 0.1 p.u. step load change at area 1 with
time delays in the outputs.

Fig. 29. Transfer function model of N-area interconnected power system
with an input time-delay, τ(t).

the smart grid. To simplify the problem at hand, we assumed
that the communication happens at a very high speed rela-
tive to the speed of the closed-loop system and therefore we
ignored any network-induced communication delay that may
arise in the communication channel. As a result, the model
shown in Fig. 1 does not contain a time delay in the path from
Pci to Pei. Such an assumption is reasonable as it is justifiable
by analyzing the robustness of our DFO scheme when it is
subjected to time delays in the control input. Accordingly, in
the following analysis, we consider the case where a network-
induced delay, τ(t), actually exists in the transmission channel.
Fig. 29 now shows a modified block diagram of a general
transfer function model of N-area interconnected power.

In our robustness analysis, we undertook extensive simula-
tions to test the performance of our DFO scheme for various
situations where network-induced communication delays are
constant and also time-varying within an interval, i.e., 0 <

τ(t) ≤ τm. We also undertook simulations to compare the
performance of our DFO scheme against those centralized
schemes (i.e., CFO and LRO) where they were also subjected
to the same time delays. For illustrative purpose, we analyze
the robustness of DFO, CFO, and LRO schemes for the case
as tabulated in the first row of Table I. Fig. 30 shows the
responses of the frequency deviation f1(t) to a 0.1 p.u. step
load change at area 1 with different time delays of τ(t) = 0.1 s,
τ(t) = 0.2 s, and τ(t) = 0.1 + 0.2|sin(t)|. It is clear from
Fig. 30 that our DFO scheme is robust against time delays
in the communication channel. Notably, when the delays are
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Fig. 30. f1(t) responses to a 0.1 p.u. step load change at area 1 with input
time delays.

Fig. 31. f1(t) responses to a 0.1 p.u. step load change at area 1 with input
time delays.

small, the responses of f1(t) are comparable to the response of
f1(t) for the case where there is no time delay. This fact there-
fore justifies our assumption to ignore communication delays
in the channel. Since for small time delays, their impacts on the
performance of the closed-loop system are not that detrimental.

It is also worthwhile to point out that our DFO scheme
is more robust than the centralized schemes (CFO and LRO).
Indeed, Fig. 31 shows the responses of f1(t) for the case where
a sizable time delay of τ(t) = 0.35 s occurred in the communi-
cation channel. It is clear from the figure that both centralized
schemes, CFO and LRO, cannot cope with such a time delay
as their closed-loop systems are unstable and resulted in unac-
ceptable responses. Whereas, our designed DFO scheme still
provides satisfactory response as f1(t) converges to zeros after
a step load disturbance. This fact highlights another advantage
of our DFO scheme over that of centralized schemes.

In summary, with extensive analysis and evaluation through
Remarks 1–7, we have demonstrated the capability of our
proposed DFO scheme.

V. CONCLUSION

This paper has presented a novel LFC scheme using EVs to
provide the stability fluctuated by load demands. First, a gen-
eral framework for deriving a state-space model for general
power system topologies with a large number of connected

areas has been given. Based on this general framework,
a detailed model of a four-area power system incorporating
a smart, renewable discharged EVs system and diverse trans-
mission links has been considered. LFC has been studied based
on a novel application of functional observers. Novel reduced-
order DFOs have been designed, one at each local area, to
implement any given global state feedback controller. The pro-
posed scheme can cope better against accidental failures and
more robust than conventional CO-based controller schemes.
Extensive simulations and comparisons have been given to
show the effectiveness of the proposed control scheme.

APPENDIX A

The matrix Aii in (11) for i ∈ {1, 2, 3, 4} can be partitioned

as Aii =
[

Aii,a Aii,b

Aii,c Aii,d

]

, where Aii,a ∈ R
6×6, Aii,b ∈ R

6×(ni−6),

Aii,c ∈ R
(ni−6)×6, and Aii,d ∈ R

(ni−6)×(ni−6). Matrices Aii,a for
i ∈ {1, 2, 3, 4} is expressed as

Aii,a =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

− Di
Mi

0 0 1
Mi

1
Mi

0

β1i − 1
Tgi

0 0 0 0

0 β2i − 1
Tti

0 0 0
0 β3i β4i − 1

Tri
0 0

0 0 0 0 − 1
Tei

0
bi 0 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(31)

and β1i = −(Kgi/RiTgi), β2i = (Kti/Tti), β3i = (KtiKri/TtiTri),
β4i = (Tti − Kri)/TtiTri. A11,b ∈ R

6×3, A11,c ∈ R
3×6, A11,d ∈

R
3×3, A22,b, A33,b ∈ R

6×2, A22,c, A33,c ∈ R
2×6, A22,d, A33,d ∈

R
2×2 are given as

A11,b =
⎡

⎢
⎣

− 1

M1
0 0

04×1 04×1 04×1
1 0 0

⎤

⎥
⎦, A11,c =

⎡

⎢
⎢
⎢
⎣

	1 01×5
K14

Tdc1
01×5

Ks13

Ts13
01×5

⎤

⎥
⎥
⎥
⎦

A11,d =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 − 1

Tdc1
− 1

Ts13

0 − 1

Tdc1
0

0 0 − 1

Ts13

⎤

⎥
⎥
⎥
⎥
⎥
⎦

, A22,b =
⎡

⎢
⎣

− 1

M2
0

04×1 04×1
1 0

⎤

⎥
⎦

	1 = 2π(T12 + T13 + T14) + T13
Ks13

Ts13
+ K14

Tdc1

A22,c =
⎡

⎣
	2 01×5

T23
Ks23

Ts23
01×5

⎤

⎦, A22,d =

⎡

⎢
⎢
⎣

0 − 1

Ts23

0 − 1

Ts23

⎤

⎥
⎥
⎦

	2 = 2π(T21 + T23) + T23
Ks23

Ts23

A33,b =
⎡

⎢
⎣

− 1

M3
0

04×1 04×1
1 0

⎤

⎥
⎦, A33,d =

⎡

⎢
⎢
⎣

0 − 1

Tdc3

0 − 1

Tdc3

⎤

⎥
⎥
⎦

A33,c =
⎡

⎣
	3 01×5
K34

Tdc3
01×5

⎤

⎦, 	3 = 2π(T31 + T32 + T34) + K34

Tdc3
.
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A44 = Aii,a ∈ R
6×6 in (31) with i = 4, and matrices

A44,b, A44,c, A44,d are [∅]. Matrices Aij in (11) are parti-

tioned as Aij =
[

Aij,a

Aij,b

]

, where Aij,a ∈ R
6×nj are null matrices,

Aij,b ∈ R
(ni−6)×nj , and ni, nj are number of state variables of

power area i and j for i ∈ {1, 2, 3} and j ∈ {1, 2, 3, 4}, j �= i.
Matrices Aij,b are given at the following:

A12,b =
[−2πT12 01×7

02×1 02×7

]

, A13,b =
[−2πT13 01×7

02×1 02×7

]

A14,b =

⎡

⎢
⎢
⎢
⎣

−2πT14 − K14

Tdc1
01×5

− K14

Tdc1
01×5

0 01×5

⎤

⎥
⎥
⎥
⎦

, A24,b = 02×6

A21,b =
[−2πT21 01×8

0 01×8

]

, A23,b =
[−2πT23 01×7

0 01×7

]

A31,b =
⎡

⎣−2πT31 − Ks13

Ts13
T13 01×7

1

Ts13
0 01×7 0

⎤

⎦

A32,b =
⎡

⎣−2πT32 − Ks23

Ts23
T23 01×6

1

Ts23
0 01×6 0

⎤

⎦

A34,b =
⎡

⎢
⎣

−2πT34 − K34

Tdc3
01×5

− K34

Tdc3
01×5

⎤

⎥
⎦.

Matrix Aij with i = 4 such as A41 ∈ R
6×9, A42, A43 ∈ R

6×8

are expressed at the following:

A41 =
⎡

⎢
⎣

01×6
1

M4
01×2

04×6 0 04×2
01×6 − 1 01×2

⎤

⎥
⎦

A42 = A43 =
⎡

⎢
⎣

01×6
1

M4
0

04×6 04×1 04×1
01×6 − 1 0

⎤

⎥
⎦.

The matrices Bi ∈ Rni and �i ∈ Rni are given as

Bi =
[

0 αgi
Kgi

Tgi
0 0 αei

Kei

Tei
01×(ni−5)

]T

�i =
[

− 1

Mi
01×(ni−1)

]T

.

APPENDIX B

The data for proposed system is collected follow-
ing [1], [2], [8], [11], [24], [39]:

Tti = 0.3, Kti = 1, Kri = 0.5, Tri = 10, Kgi = 1, Tgi = 0.08

Ri = 2.4 , Kei = 1, Tei = 1, αgi = 0.9, αei = 0.1

Mi = 0.1667, bi = 0.4250, Di = 0.0083, Tij = Tji = 0.0260

2πTij = 0.1634, K14 = K34 = 0.1, Tdc1 = Tdc3 = 0.2

Ks13 = Ks23 = 1, Ts13 = Ts23 = 0.1.

The optimal control u(t) = Fx(t) in (10) is designed to min-
imize the cost function Ju = ∫ ∞

0 (xT(t)Qx(t) + uT(t)Ru(t))dt,

where Q ≥ 0 and R > 0 are state cost weighting matrix
and control cost weighting matrix, respectively. The control
law is computed by solving the Riccati equation ATP + PA −
PBR−1BTP + Q = 0 (see [32]). Using LQR design with
Q = I31, R = I4 and also by imposing all the closed-loop
poles of the system (11) to have prescribed stability of at
least α = −1 [MATLAB command lqr(A + I31, B, Q, R)],
an optimal state feedback control gain, F, is easily obtained,
where

F =

⎡

⎢
⎢
⎣

F1
F2
F3
F4

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

F11 F12 F13 F14
F21 F22 F23 F24
F31 F32 F33 F34
F41 F42 F43 F44

⎤

⎥
⎥
⎦.
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