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a b s t r a c t

In this paper a 16-bit radix-4 pipelined divider implemented in a modified version of SPD3L family
structure (SPCD3L: Split-Path Clock-Data driven Dynamic Logic) is presented. Through the modification,
the clock signal is also used to pre-charge some critical parts of the circuit. Performance of the circuit is
evaluated at different simulation corners. The results show that, compared with Domino structure, the
proposed circuit has lower power consumption and higher speed. Latency of the divider is equal to 10
half clock cycles. The design is simulated using HSPICE in a 1.8-V TSMC_180 nm CMOS process.

& 2013 Elsevier Ltd. All rights reserved.

1. Introduction

In today's advanced circuit fabrication technologies still many
challenges related to the optimized implementation of some sub-
circuits like mathematical operation units, and especially multi-
plier and divider units, due to their high complexity and transistor
count and also due to their high usage number, exist [1–4]. Using
dynamic family structures is an effective approach to obtain units
with higher speeds and lower areas compared to static family
structures. However, in dynamic circuits the complexity of clock
routing and also the loading effect of the clock signal that increases
the circuit power consumption, especially in high frequencies, are
main obstacles. In many applications the clock network consumes
20% to 45% of total chip power [5]. To reduce the problem of power
consumption, D3L1 logic family is presented. In this method, a
subset of input signals, instead of clock signal, are used to control
the pre-charge and evaluation phases. As a result, compared to
other dynamic logic families, clock distribution network is reduced
significantly. This not only reduces the problems related to the clock
buffering and routing, also reduces the problem of power losses in
the circuit [6]. However, compared to other dynamic logic families,
D3L family has slower pre-charge phase and often slower evaluation

phase. The structure needs so0me modifications to reduce this pro-
blem. To that end, various circuit topologies in D3L style are
proposed. All proposed topologies have positive results in terms
of reduction of power consumption.

In [6–8], a 16-bit barrel shifter is implemented in D3L structure.
It consumes less power compared to its counterpart domino and
NP_CMOS structures, and also its frequency is increased compared
to the domino structure. In [9] a 17-bit multiplier is presented in
D4L2 structure that consumes less power compared to domino
structure while its operation frequency is equal to the domino
structure. In [10,11] SPD3L 3 technique has been applied to 64-bit
and 32-bit Kogge–Stone adders, that resulted lower power con-
sumption in the circuits. In [12] a 16-bit multiplier is designed in
D3L structure with lower power consumption and higher speed
compared to its domino counterpart, and also compared to the
structure presented in [9]. Also a reconfigurable processor in D3L
structure with less power consumption and more speed compared
to the static and domino structures is presented in [13].

In every general purpose microprocessor structure, a part of
the hardware is allocated to the divider unit. In many ongoing
applications, like the three dimensional graphic applications, the
use of high speed divider units are necessary and the demand
for them is increasing [14,15]. In general, sequential execution of
division operation leads to high latencies reducing the overall
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performance of the system. In many divider structures, the
operation is performed by doing many repetitive subtract and
multiply operations. This causes high area and power consump-
tions especially in pipelined structures.

In this paper a new structure, based on a modified version of
SPD3L logic family has been presented [16]. The aim is to reduce,
the required steps of division algorithm, the latency, the delay and
the power consumption. In the following and in Section 2, the
basic structure of Data Driven Dynamic Logic (D3L) family is
introduced. In Section 3, parallel SRT divider and its circuit blocks
are described. In Section 4, implementation of a 16-bit radix-4
pipelined divider in the proposed modified SPD3L structure
(SPCD3L) is presented. Finally, in Section 5, conclusion is provided.

2. Data Driven Dynamic Logic (D3L)

In D3L logic family the clock distribution network is removed
and the pre-charge phase is performed by using some of the
inputs [6]. These inputs, which are named pre-charge inputs, are a
subset of inputs in the pull-down network (PDN) of an equivalent
domino circuit that provide following conditions [10]:

� During each pre-charge phase the PDN is off, the pull-up
network (PUN) is on, and the output is zero, similar to the
output of domino circuit.

� During evaluation phase there is no contention between PUN
and PDN; in other words, the PUN is turned off.

The first condition requires all pre-charge inputs be zero during
pre-charge phases. Considering that for each stage the pre-charge
inputs are the outputs of previous stages, it means that contrary
to the domino circuits, the pre-charge phases cannot be performed
simultaneously in all the stages, and there must be a pre-charge
cycle wave that starts from first stage and moves toward last stage.
Usually the first stage has domino structure and a clock signal
is used in the pre-charge phase of this stage. By this, the first zero
output is produced. Also, if the inputs of some middle stages are
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Fig. 1. Implementation of (AþB)�G function in D3L structure [6].

Fig. 2. A sample SPD3L circuit with m¼2 [12].

Fig. 3. Schematic diagram of the 16-bit radix-4 pipeline divider [19].

Fig. 4. Different parts of the scaling unit.
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partly independent and if it is needed, in the pre-charge phases
the zero output of these stages are produced by the clock signal
too. To implement a function expressed in the form of product
of sums (∏n

k ¼ 1Sk) in D3L structure, the term Sk with minimum
number of inputs and with two above stated conditions, is selected
to replace the clock. This selection minimizes the number of series
PMOS transistors in the PUN. The best condition happens if Sk has
only one input. Fig. 1 shows the implementation of (AþB)�G
function in D3L structure [6].

The main advantage of D3L structure, compared to domino logic, is
its low spread of clock network. This can result in an intense decrease
in power consumption. Also the clocked NMOS transistor of domino
structure that is connected to the end of PDN, is removed in this
structure causing a shorter evaluation path and consequently lower
evaluation delay. Using D3L structure has some disadvantages too. For
example, since some input lines are used in both PUN and PDN blocks,

higher load capacitance compared to domino structure is seen by
these lines. This reduces the advantage of shorter evaluation path.

Another problem related to D3L structure is related to the need
of asynchronous execution of pre-charge phases in different stages.
As mentioned before a pre-charge wave is propagated sequentially
through the stages. This causes a slower pre-charge phase compared
to the evaluation phase. To decrease this problem, larger PMOS
transistor is needed. However, larger PMOS transistor leads to
a longer evaluation phase and also higher power dissipation. This
problem especially shows itself when series PMOS transistors exist
in PUN block circuit.

Network splitting is an effective method to reduce many
problems associated to the D3L structure without any serious
impact on the advantages of the structure. An example of such
structure called SPD3L is shown in Fig. 2. In the figure that is a
structure with two sub networks (m¼2), the number of PMOS
transistors in the PUN section of each D3L sub networks is one.
Compared to D3L structure, the absence of series PMOS transistors
reduces the loading capacitance of the input lines that connected to
both networks, decreases the power consumption, and increases
the speed of evaluation and pre-charge phases. Also, due to the
smaller widths of keeper transistors in each sub network, and as
a result less contention between PDNs and keeper transistors and
also less parasitic capacitance, the advantages of higher speed and
lower energy consumption are increased. In Fig. 2 the static inverter
at the output section of D3L structure has been replaced with a static
NAND gate that its output is connected to the keeper transistors.

3. The parallel SRT divider

SRT divider is a well known structure commonly used for the
implementation of division operation. In this structure, dividend
(X) and divisor (D) are normalized within the following ranges:

1=2rXr1; XrD ð1Þ

Also, the recurrence relation used to calculate the remainder is
as follows:

Ri ¼ βRi�1�qiD; R0 ¼ X

ði¼ 1;…kÞ; qiAf�ðβ�1Þ; ::;0; ::; fβ�1Þg ð2Þ

Fig. 5. 3:1 MUX to produce divisor (dividend) fraction.

Fig. 6. RBA structure in gate level [19].

Fig. 7. (a) SRBA, (b) a modified version of SRBA.

Fig. 8. Different parts of dividing unit.
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k¼ n= log β¼ n= log 2β ¼ n=m ð3Þ
where β, k and i are radix, number of needed stages for the full
execution of division operation, and the iteration step of the
operation, respectively. Also βRi and qi are the shifted partial
remainder and quotient fraction in each step of division. Final
quotient (Q) and final remainder (R) are calculated as follows [17]]:

Q ¼ ∑
k

i ¼ 1
β�i � qi ð4Þ

R¼ β�k � Rk ð5Þ

Using high radices effectively reduces the number of division
steps and latency. On the other hand, using look-up-table for the
quotient selection increases the complexity and also the power

consumption of the SRT dividers. Employing some techniques to
reduce the sizes of look-up-tables or eliminate them, will drama-
tically increase the speed of the divider, decrease complexity,
and in many cases reduce the power consumption. Therefore,
SRT dividers with high radix numbers and no look-up-table are
desirable structures. In SRT dividers the integer part of βRi can be
used to determine the value of quotient (qiþ1). To implement the
algorithm without look-up-table, the dividend and the divisor
(D, X) must be pre-scaled before start of division operation. To do
that, the divisor range is changed from its initial value to the range
of [1, Dmax], in which:

Dmax ¼ ðβ�1–2�tÞ=ðβ�1Þ ð6Þ
In above equation, t is the number of most significant bits of the

fraction bits of shifted partial remainder which is considered 2 or 3.
The scaling does not change the result of division operation,

Fig. 9. 4-bit and 5-bit Kogge–Stone subtractors: (a) before removal of the not needed cells, (b) after removal of the cells.
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which is:

Q ¼ X=D¼ ðMXÞ=ðMDÞ ð7Þ
M is considered as the scaling factor in the division. To have

high efficiency and low complexity in the division circuit, the main
parameters of the algorithm (β, t) are chosen as β¼4 and t¼2.
The required hardware for the implementation of radix-4 (β¼4)
algorithm is only slightly more than the required hardware for
radix-2 divider. The performance of SRT dividers can be increased
by employing pipeline structure [18].

3.1. 16 -Bit radix-4 pipeline divider

Fig. 3 shows the schematic diagram of the proposed 16-bit
radix-4 pipeline divider. In the figure, first the multiples of divisors
are produced in the scaling unit (73MD, 72MD, 7MD). Then a
fixed number of quotient bits are obtained in each divider unit and
division iteration. The quotient converter unit converts sign-digit
format to binary format. Its inputs are multi quotient fraction bits
of each step. In the following the three units shown in Fig. 3 are
explained in more detail.

3.1.1. Scaling unit
Fig. 4 shows different parts of the scaling unit of the divider.

It consists of scaling factor generator and 7MX and 7MD coeffi-
cients generator:

� Scaling factor generator:
The required factor M for changing range of D¼(0.1d2d3d4…d15)
and X, is obtained by the use of three bits d2, d3 and d4 of the
divisor. As it is shown in Figs. 4 and 5, signals a, b and c
(or equivalently signals aa, bb, and cc that are produced by these
bits) are connected to the select inputs of a 3:1 multiplexer.
The outputs of the multiplexer are the required fraction of
signals D and X. Direct connection of signals aa, bb and cc to
many 3:1 MUXs highly increases the loading effects on these
signals. To eliminate this effect, as it is shown in Fig. 4 a buffer
unit is used.

� 7MX and 7MD coefficients generator:
In this unit to produce multiples of divisor (7MD, 72MD,
73MD), redundant bit adders (RBA) which are free of carry

propagation delay are used. These adders do not need the final
carry of the adjacent circuit and their delay is independent of
the input size. Fig. 6 shows the RBA structure in the gate level
which is designed through a modification of a fast 4–2
compressor structure. Also in this unit inputs and outputs
are in a redundant binary form, and each output is expressed
by two bits (Si¼Si

�Si
þ). 7MD (or 7MX) in redundant binary

form is obtained by adding KD and D (or KX and X). All bits
of KD (KX) are positive because D (X) is in the range of [1/2, 1).
Therefore, to produce 7MD (7MX) a simplified version of RBA
(SRBA4) can be used. Compared to RBA, advantages of SRBA
are lower delay, area, and power dissipation. Fig. 7(a) shows the
gate level structure of SRBA. In the figure, first Si

� and then
Ci

þ(Siþ1
þ) are produced. In a modified version of the structure

which is shown in Fig. 7(b) the two signals are produced
simultaneously. This decreases the overall delay of the scaling
unit. SRBA cannot be used to generate 73MD signals. These
signals are constructed from 7MD to 72MD which are in
redundant binary form. It means their negative positions
are not equal to zero. Thus, to generate 73MD, RBA structure
is used.

3.1.2. Dividing unit
In dividing unit which is the main unit of the pipeline divider,

the quotient fraction and partial remainder of the corresponding
iteration are calculated. Usually delay of the unit is more than that
of the scaling unit, and the operation speed of the divider is mainly
determined by this unit. As shown in Fig. 8 the unit consists of
three following subunits:

� Quotient selection unit (QSU):
In this unit, which is the first block of dividing unit, by using
the (mþtþ1) most significant bits of the shifted partial
remainder of each iteration, the signed format (mþ1)bit
quotient fraction is generated. The value of ‘t’ is selected
arbitrary and the value of ‘m’ is determined according to the
radix of the divider. For t¼2 and β¼4 (m¼2), 5 most significant
bits of the shifted partial remainder (4Ri) are used to determine

Fig. 10. Implementation of �qi�MDi
þ generator.

4 Simple RBA.
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the three-bit quotient fraction in each iteration. In present
work to implement the function, 4-bit and 5-bit radix-2 Kogge–
Stone subtractors have been used. The Kogge–Stone structure,
which is usually used in high speed applications, is a parallel
form of the Carry Look-Ahead adder structure. In this structure
carry production time is proportional to Log (n), where n
is the number of input bits of the adder. Due to its low fan-
out value and regular structure, Kogge–Stone is faster and more
commonly used compared to other logarithmic parallel adders
[20]. Also, in QSU unit some cells of 4-bit and 5-bit Kogge–Stone
subtractors do not have any role in generating quotient, so they
can be eliminated. This significantly reduces the consumed power
and the area. Fig. 9 shows the subtractors before and after
removal of the unnecessary cells.

� 7qi�MDi generator unit:
In the radix-4 SRT divider in each iteration of division the value
of (Ri¼4Ri�1þ (� qi�MDi)) and as a result 7qi�MDi is
needed. Since radix of divider is 4, partial quotients set is
{�3, �2, �1, 0, 1, 2, 3}, and the partial quotient, qi, is expressed

by three bits (qi¼ s q1q0). Here, the first bit (s) shows the sign
and the next two bits (q1q0) show value of the quotient.
7qi�MDi generator unit is a set of 8:1 MUXs which use the
three bits of qi as their control signals. Fig. 10 shows the
implementation of � qi�MDi

þ generator unit. The unit needs
a buffer at its output.

� Partial remainder (Ri) generator:
The function of this block in the divider unit is to produce
partial remainder. Using equation Ri¼4Ri�1þ (� qi�MDi),
the value of partial remainder is calculated in each iteration
of division. RBA structure is used for this purpose.

3.1.3. Quotient converter
To convert the signed quotient to the binary quotient, the

algorithm proposed in [21] is employed. In this algorithm a
separate block (the quotient converter unit), which is synchronous
with the iterations of the division, converts the quotients fraction

D (Divisor)X (Dividend)

A

4MX[1]

Scaling Unit

Latch_8

Dividing Unit_1

Latch_2

Dividing Unit_2

Latch_3

Dividing Unit_7

Latch_1

Dividing Unit_8

Quotient Converter_1

Quotient Converter_7

Quotient Converter_8

Quotient Converter_2

A B

A

A B

B

B

B

Latch_1

Latch_2

Latch_7

Fig. 11. Final schematic diagram of the proposed 16-bit radix-4 pipelined divider.
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to the binary format. It is done without any major impact on the
total delay, area and power consumption.

3.2. Using latches to implement the pipeline structure

The designed divider acts sequentially and at each step
provides only some of the final quotient bits. Therefore the final
result is ready after a certain amount of latency. Employing
pipeline structure for the divider, increases the latency, but at
the same time increases the operating frequency of the circuit.
To implement pipeline structure, latches are used between the
divider stages. For each two adjacent stages, if one is in the pre-
charge phase, the other one is in the evaluation phase. Fig. 11
shows the schematic diagram of the proposed 16-bit radix-4
divider.

4. Implementation and simulation results of the divider for
both domino and the modified version of the SPD³L structure

Using HSPICE and TSMC 180 nm, 1.8V CMOS technology,
the divider structure of Fig. 11 was designed and implemented in

transistor level in both domino and the modified version of SPD3L
structures (SPCD3L). An accurate transistor sizing was necessary to
balance between delay, power, and area parameters. In order to
make proper comparisons, in both designs the sizes of the PDNs
were chosen in such a way that the generic evaluation path in both
circuits was equivalent to the width of a NMOS transistor (Wn).
Also since the pre-charge phase in all domino gates occurs
simultaneously, the width of the clocked PMOS transistors in
domino circuit was set close to the minimum size transistor. In
SPD3L circuits, even though the series PMOS transistors are not
present, since the pre-charge phase does not occur simultaneously
but through a propagation process within the cascaded stages, the
pre-charge phase is longer than that of domino circuits. To reduce
this delay, the size of PMOS transistors in the SPD3L circuit is
chosen larger than that of in the domino circuit. Static inverter and
Static NAND gates in both structures are high-skewed to get better
performance, and also in both designs to reduce the effect of
leakage current the keeper transistor is employed. As an example,
Fig. 12 shows transistor level SPD3L structure for the 7qi�MDi

generator unit.
As mentioned before, by enlarging pre-charge PMOS transis-

tors in SPD3L circuit, pre-charge time is reduced, but at the same

Fig. 12. Transistor level using SPD3L structure for 7qi�MDi generator unit.
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time, evaluation time is influenced and it is increased. Also, due
to use of bigger transistors and higher parasitic capacitances,
the power consumption and the occupied area will be increased.
To eliminate these disadvantages which are initially caused by
the long pre-charge propagation wave, in present modified
version of SPD3L, for some sections of the circuit which are
the most influential in terms of delay, the pre-charge operation
is performed by clock signal instead of data signal. By applying
this change and having a Split Path Clock and Data Driven
Dynamic Logic structure (SPCD3L), long pre-charge propagation
waves are broken into some shorter waves and the need for very
large PMOS transistors is eliminated. The critical sections
include some small parts of the dividing unit. Two altered
sections that are changed into domino topology are the quotient
buffer network and the first section of the RBA block in the
dividing unit. After modification, less than one-third of each
dividing unit is changed to domino topology and the remaining
two-third is in the SPD3L topology. By above modification, on
one hand, clock distribution network is enlarged and loading on
clock signal path is increased which has negative effect on area,
power and delay parameters; but on the other hand, by doing
such modification, the need for very large PMOS transistors is
eliminated and the PMOS sizes (Wp (Scaling Unit) & Wp (Dividing

Unit)) are chosen very close to the minimum size transistor.
Through the modification process, only a low percentage of the
circuit is changed from data driven topology to clock driven
topology and the overall effect on the area, delay, and power
parameters was positive. The final transistor sizing which was
obtained through running many different parametric simula-
tions is as follows:

� Wp clk(domino)¼0.22 mm
� Wn¼0.4 mm (in both domino & SPCD3L designs).
� Wp SPCD3L(Scaling Unit)¼0.5 mm & Wp SPCD3L(Dividing Unit)¼

0.3 mm,
� High-skewed Static inverter and Static NAND gates (Wp NAND &

Inverter¼2 mm, Wn NAND & Inverter¼0.4 mm)

For the clock distribution networks of the dynamic gates in
the domino and SPCD³L implementations of divider similar
structures are used. In this structure the clock lines of input
registers and scaling unit are separated from each other, and the
even and odd dividing units use clock and reverse clock signals,
respectively. Also, the latches between the stages are connected
to clock and reverse clock. The clock network is shown in Fig. 13.
Different clock buffering for different units adjusts different
required timing for different stages. Logical effort method [22]
was used for sizing the inverter chains of the clock buffer. To do
that, first an optimal effort delay (f) was chosen for the first line,
and then according to following equations, the path delay of
that line (D) was calculated.

f ¼ F1=N ð8Þ

D¼N � F1=Nþ∑Pinv ð9Þ

In above equations, F, D, N, and Pinv are the path effort, the
path delay, the number of stages in the chain, and the parasitic
delay of inverter, respectively. In the employed 180 nm technol-
ogy, Pinv was considered 15 ps. After calculating D, the path
delay of other lines was set equal to it, and the effort delay of
each line calculated accordingly. As a result, despite different
loadings, the five clock signals (clk, clk1‚2, clk3‚4, clk5‚6, and
clk7‚8) and four reverse clock signals (clkn1,2, clkn3,4, clkn5,6,
and clkn7,8) have same amount of delay. To have correct
operation of the circuit and adjust arrival time of input signals,

only for the clock signal of input registers (clkk) its delay (D0) is
chosen less than others (D0¼1/3 D).

The divider performance was evaluated through simulation
and by applying many systematic and random inputs. As an
example Fig. 14 shows the second bit of quotient fraction (q1)
when D is (0.101100010100111)2 and X is (0.100110011111100)2. It
shows how q1 is produced in the pipelined structure. Simulation
results in both domino and the proposed SPCD3L structures, at
different corners are shown in Table 1. As the results show
consumed energy and evaluation delay in the SPCD3L structure
are less than those of domino structure. Also, as expected, the
delay of pre-charge phase in SPCD3L structure is larger than that of
domino structure. However, since this delay is smaller than the
evaluation delay, the operation frequency of the circuit is not
determined by this delay. The clock network of SPCD3L circuit is
smaller than that of domino circuit. Accordingly, simulation results
show that clock network of SPCD3L consumes much less energy
compared to domino circuit (about %55). The clock networks of
domino and SPCD3L structures consume, respectively, 16.77% and
9.2% of total dissipated energy in the structure. Simulation results
at different process corners and temperatures show that the
average energy consumption and delay in SPCD3L structure are
lower than those of domino structure. Accordingly, the energy-
delay product in SPCD3L structure is improved compared to domino
structure.

5. Conclusion

Using HSPICE and a TSMC 180 nm technology, a 16-bit radix-4
pipelined divider in a modified version of SPD3L structure
(SPCD3L) was designed. In the proposed circuit, to improve the
performance of the data driven structure, the time of pre-charge
phase is decreased by replacing some of the data signals used as
pre-charge control signals, by clock signal. This is done only at
critical nodes of the circuit so that its advantages overcome
its drawbacks. Simulation results at different process corners
revealed the superiority of the circuit in terms of speed, area,
and power consumption, compared to its domino counterpart.
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Clk 1,2
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Fig. 13. The clock buffer distribution.
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Fig. 14. Producing the second bit of quotient fraction (q1).
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Table 1
Simulation results.

Corner Design Precharge delay (ps) Evaluation delay (ps) Energy of the clock buffer (pJ) Total energy(pJ) EDP (pJnns)

tt 27 1C Dynamic Domino 450 950 75 447.28 425.92
SPCD³L 750 880 33.5 363.9 322.05

ss 125 1C Dynamic Domino 710 1440 77.74 436.38 628.4
SPCD³L 1100 1350 33.17 341.95 461.64

ff �55 1C Dynamic Domino 350 660 75.42 487.92 322.1
SPCD³L 580 620 33.97 386.13 239.5

fs 27 1C Dynamic Domino 470 890 79.67 497.68 442.93
SPCD³L 760 830 34.19 375.71 311.84

sf 27 1C Dynamic Domino 520 1060 76.83 423.65 449.07
SPCD³L 820 990 32.97 337.05 333.68
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