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Abstract Clustering with swarm-based algorithms is emerging as an alternative to more
conventional clustering methods, such as hierarchical clustering and k-means. Ant-based
clustering stands out as the most widely used group of swarm-based clustering algorithms.
Broadly speaking, there are two main types of ant-based clustering: the first group of meth-
ods directly mimics the clustering behavior observed in real ant colonies. The second group
is less directly inspired by nature: the clustering task is reformulated as an optimization
task and general purpose ant-based optimization heuristics are utilized to find good or near-
optimal clusterings. This papers reviews both approaches and places these methods in the
wider context of general swarm-based clustering approaches.

Keywords Ant-based clustering · Swarm-based clustering · Ant colony optimization ·
Particle swarm optimization · Clustering · Data-mining

1 Introduction

Swarm intelligence (SI) is an artificial intelligence paradigm based on the study of emergent
behavior in decentralized, self-organized systems. SI methods aim to imitate such behavior
and apply it to the solution of hard computational problems. The hope behind such algorith-
mic approaches is for them to inherit the simple design, scalability and robustness of their
naturally occurring counterparts.

Arguably, the best known example of self-organizing decision making in nature are the
mechanisms that govern foraging in ant colonies. These have served as the inspiration for
one particular type of stochastic metaheuristic for combinatorial optimization, ant colony
optimization (Dorigo and Stützle 2004). Other prominent examples of collective emergent
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behavior in nature that have served as an inspiration to solve complex computational prob-
lems include mechanisms for foraging and division of labor in honey bee swarms and ant
colonies, which have been used in algorithms for production facility control (Campos et
al. 2001), and the control of collective movement in flocks of birds and schools of fish
(Reynolds 1987), which is imitated in collaborative robotics (Bonabeau et al. 1999) and
particle swarm optimization (Kennedy and Eberhart 1995).

This review paper focuses on data clustering and primarily on ant-inspired approaches to
this challenging problem. Clustering, that is, the “identification of homogeneous groups of
objects” (Arabie et al. 1996), is one of the core processes in data mining and central to many
other applications in the sciences, as well as in commercial and economic arenas: Grouping
objects based on common properties is a natural precursor of deriving a full taxonomy and is
thus often used as a first step towards building hypotheses about the underlying structure of
some data collection or the processes that have generated particular data (Jain et al. 1999b;
Jain and Dubes 1988; Everitt et al. 2001; Theoridis and Koutrumbas 2006).

Clustering is usually performed as an unsupervised classification task. This means that
the types and characteristics of clusters are unknown and have to be discovered in the clus-
tering process. Semi-supervised clustering is different from unsupervised clustering in that it
uses explicit partial information on cluster membership as input to the clustering algorithm.
While there is increasing interest in semi-supervised clustering in the context of classical
methods (Bilenko et al. 2004), this problem has to the best of the authors’ knowledge not
been investigated with ant-based methods. This survey thus focuses on unsupervised clus-
tering.

While some unsupervised algorithms require at least the number of different clusters to
be specified, others also attempt to automatically determine this. Classical clustering meth-
ods include deterministic algorithms, such as hierarchical clustering (Vorhees 1985) and
spectral methods (Ng et al. 2001; Kannan et al. 2004), as well as randomized methods, such
as k-means (MacQueen 1967) and Kohonen networks (Kohonen 1997). For a comprehen-
sive overview of different types of clustering algorithms see (Jain et al. 1999b).

The term ant-based clustering has been used in many different contexts in the literature,
and it is difficult to gain a clear sense of what the common characteristics of the proposed
methods are. This is mainly due to the fact that this term has also been used for algorithms
that are based on other types of natural “swarm” behavior and for which the more general
term “swarm-based” would have been more appropriate. In this survey we interpret ant-
based clustering quite literally as only comprising such methods that are directly modeled
on the social behavior of ant colonies. We will clarify the relation to more general “swarm-
based” clustering in Sect. 4.

Ant-inspired clustering approaches in this narrower sense can be roughly classified into
two different main types. The first group mimics nature very directly: The gathering (or
clustering) of items and, occasionally, their sorting by certain properties are activities that
have been observed in nest and brood care (Deneubourg et al. 1991). This has inspired the
development of ant-based clustering algorithms that directly imitate this behavior to clus-
ter abstract data. A feature of these algorithms is that the clustering objective is implicitly
defined. Implicit here means that neither the overall objective of the process (i.e., cluster-
ing) nor the types of clusters sought are defined explicitly at any point during the clustering
process (some may prefer to label the clustering objective “emergent”). An assessment of the
suitability of such an algorithm for the clustering of a particular type of data can therefore
be very challenging.
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The second group of ant-based clustering methods is less directly inspired by nature: It
recasts the clustering task as an optimization task1 and utilizes general-purpose ant-based
optimization methods to compute good or near optimal clusterings. An advantage of such
methods is the explicit objective function, which allows one to better understand and predict
the performance of the clustering algorithm on particular types of data and to customize the
clustering objective for particular tasks or types of data.

A number of ant-based clustering algorithms, however, fall in between these two cate-
gories: These are derived from ant-based general purpose optimization algorithms, but mod-
ified in such a way that an explicit global objective does not exist anymore.

The remainder of this paper is structured as follows. Section 2 briefly reviews some
biological clustering and sorting processes observed in ant colonies and discusses the main
algorithm derived from these with its applications. Section 3 introduces the idea of using
an ant-inspired general purpose optimization heuristic, ant colony optimization, to perform
clustering. This section also reviews clustering heuristics that are derivatives of ant colony
optimization but cannot directly be interpreted as global optimization methods themselves
anymore.

While this survey primarily focuses on algorithms that have been modeled on the princi-
ples of social behavior in ant colonies, this distinction is only based on the natural inspiration
and does not always represent the ideal demarcation from a theoretical algorithmic perspec-
tive. Some other swarm-based approaches are on a fundamental level closely related to the
ant-based approaches discussed here. Section 4 therefore gives a brief overview of other
swarm-based clustering approaches and puts ant-based methods in context. Section 5 dis-
cusses applications and advantages of ant-based clustering, as well as important directions
for future research, and Section 6 presents conclusions.

2 Clustering-as-emergent-phenomenon algorithms

2.1 Biological inspiration

Sorting and clustering behavior has been observed in real ant colonies and other social in-
sects in two different forms: patch sorting and annular sorting (Bonabeau et al. 1999). As
the name suggests, patch sorting simply arranges objects in patches (spatial neighborhoods),
while annular sorting arranges items in complete or partial (concentric) rings, with charac-
teristic spacing of items in each individual ring.

2.1.1 Patch sorting

One of the best known examples of clustering in patches is cemetery formation in Pheidole
pallidula. It has been observed that ants of this species cluster the corpses of dead nest mates
when removing them from the nest. Algorithmic models for this type of behavior have been
introduced by Deneubourg et al. (1991). Their models are based on decentralized control and
exclusively use memoryless local interaction between individual ants and the environment.
Communication between the agents simulating ants in this model is limited to an indirect
form known as stigmergy: the modification of the environment by one agent and subsequent
sensing of the environment by another agent. Deneubourg et al. use a discrete Monte Carlo

1Note that, even for a fixed number of clusters, the resulting optimization task is NP-hard for most clustering
objectives, for example, the popular sum-of-squares criterion (Garey and Johnson 1979).
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model in which ants perform a random walk on a grid with periodic boundary conditions.
Each ant may pick up items that it encounters during its random walk and drop them at some
new location. Pick-up and drop-off are probabilistic actions, and the probability to take one
of these actions is determined by the distribution of items in the agent’s immediate current
neighborhood, as well as the agent’s state (whether it is or is not carrying an item). The
more similar the items in an agent’s immediate neighborhood are to the one that the agent
currently carries, the more likely this item will be dropped. Conversely, if the agent does not
hold any item, its probability of picking up an item will increase if this item is dissimilar to
the items in its immediate neighborhood.

Deneubourg et al. validated their models experimentally and demonstrated that patch
sorting can indeed be obtained using this simple model.

2.1.2 Annular sorting

Annular sorting has been observed in Leptothorax unifasciatus which arrange their larvae as
a function of their size (Melhuish et al. 2006; Sendova-Franks et al. 2004; Scholes and Wil-
son 2004). The conjectured biological utility of such sorting behavior is increased efficiency
in nest care, as the brood is spatially arranged according to its nutritional and metabolic
needs. Recently, some fundamental aspects of this sorting have been reproduced in compu-
tational simulations as well as in simulations using groups of simple robots (Melhuish et
al. 2006; Scholes and Wilson 2004). These simulations indicate that annular sorting may
rely on a two stage process: a first clustering phase, which sees the gathering of all items in
one central heap, and a second spacing phase, which sees the gradual arrangement of items
according to type.

2.2 Application to data clustering

The previous section has discussed computational models introduced by biologists for the
clustering and sorting behavior observed in real ant colonies. Collective robotics suggests
itself as the obvious technical application of such methods (see Hartmann 2005; Vik 2005
for some recent work), but the approach can also be used for data clustering (Lumer and
Faieta 1994). It seems particularly suitable for applications such as network clustering where
centralized clustering is not feasible (Ekola et al. 2004; Merkle et al. 2004).

Lumer and Faieta (1994) proposed a basic ant-based data clustering algorithm (shown
in Algorithm 1), which closely mimics the ant behavior described in (Deneubourg et al.
1991). Their method associates a position on a toroidal grid with each of the #items
data items to be clustered. The positions of these items, as well as those of the agents
moving them around, are initialized randomly (Lines 2 and 3). Subsequently, the cluster-
ing and sorting phase starts: this is a simple loop, in which one agent is randomly se-
lected (Line 5) and performs a step of a given stepsize on the grid (Line 6). If it is cur-
rently carrying a data item and is placed at a free grid position, it decides probabilisti-
cally whether to drop the item at the current position (Lines 7–15). If the agent is not
carrying a data item, but it has arrived at a grid position occupied by a data item, it de-
cides probabilistically whether to pick up this item (Lines 16–22). Both picking and drop-
ping decisions require the evaluation of f (i), which provides information on the similarity
and density of the data items in the ant’s local neighborhood. After a pre-defined num-
ber of iterations the algorithm terminates and the output is a spatial embedding of the
data on the toroidal grid. The picking and dropping probabilities, given a grid position and
a particular data item i, are computed using the density functions (Deneubourg et al. 1991;
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Algorithm 1 Lumer & Faieta’s basic algorithm for ant-based clustering

1: procedure LUMER & FAIETA

2: Randomly scatter data items on the toroidal grid
3: Randomly place agents on the toroidal grid
4: for t := 1 to max_iterations do
5: j := random agent
6: move agent j randomly by stepsize grid cells
7: l := does agent j carry a data item?
8: e := is agent j ’s grid position occupied by a data item?
9: if (l = TRUE) ∧ (e = FALSE) then

10: i := data item carried by agent j

11: drop := (random() ≤ pdrop(i)) // see equations 2 and 3
12: if drop = TRUE then
13: let agent j drop data item i at its current position
14: end if
15: end if
16: if (l = FALSE) ∧ (e = TRUE) then
17: i := data item at agent j ’s grid position
18: pick := (random() ≤ ppick(i)) // see equations 1 and 3
19: if pick = TRUE then
20: let agent j pick up data item i

21: end if
22: end if
23: end for
24: end procedure

Lumer and Faieta 1994):

ppick(i) =
(

k+

k+ + f (i)

)2

, (1)

and

pdrop(i) =
{

2f (i) if f (i) < k−,

1 otherwise,
(2)

where k+ and k− are constants, and f (i) is a neighborhood function introduced in (Lumer
and Faieta 1994):

f (i) = max

(
0,

1

σ 2

∑
j∈L

(
1 − d(i, j)

α

))
, (3)

where, d(i, j) ∈ [0,1] is a measure of the dissimilarity between data points i and j , α ∈
[0,1] is a data-dependent scaling parameter, and σ 2 is the size of the local neighborhood L.

Figure 1 shows the positions of the data points in different phases of a modified
Lumer & Faieta type algorithm (Handl and Meyer 2002). The data consists of four two-
dimensional Gaussian clusters with means (0,0), (0,8), (8,0), (8,8), standard deviations
(2,2), (2,2), (2,2), (2,2), and 200 elements each. These data points are initially randomly
scattered on the grid. The data points in Fig. 1 are colored according to cluster member-
ship. It is clearly visible how the original four clusters are increasingly recovered. The fun-
damental principle that makes this possible is a positive feedback loop mediated through
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Fig. 1 Arrangement of four-cluster data on the grid at (from left to right) 0, 10000, 50000, and 130000
iterations of the ant-based clustering algorithm described in (Handl and Meyer 2002)

modification of the environment. Any area that has a concentration of a certain type of data
attracts similar data elements as these are more likely to be dropped in this area. These new
elements in turn increase the bias of the area towards elements of the same type. Thus, any
small initial random fluctuation of the spatial distribution will be amplified and cause the
environment to shape into designated zones that attract different types of elements.

Several authors have later introduced extensions and modifications of this algorithm
to improve its performance. These include the adaptive setting of some of the algo-
rithm’s crucial parameters (Handl and Meyer 2002; Handl et al. 2006; Vizine et al. 2005a,
2005b) the hybridization of ant-based clustering with fuzzy c-means and k-means al-
gorithms (Gu and Hall 2006; Kanade and Hall 2003, 2004; Monmarché 2000; Mon-
marché et al. 1999), the simultaneous transportation of entire stacks of data items (Li
et al. 2005; Monmarché 2000), the use of short-term memory (Lumer and Faieta 1994;
Handl and Meyer 2002; Handl et al. 2006) or pheromone traces (Ramos and Merelo 2002;
Vizine et al. 2005b) to direct ant movement towards promising grid positions, information
exchange between agents (Montes de Oca et al. 2005), and the replacement of picking and
dropping probabilities by fuzzy rules (Schockaert et al. 2004a, 2004b).

An objective comparison of Lumer & Faieta type algorithms to conventional clustering
requires the development of mechanisms to automatically (i.e., without any user intervention
such as providing the correct number of clusters) convert the spatial embedding generated
by the algorithm to an explicit partitioning. In Handl et al. (2006), this was realized us-
ing a hierarchical clustering method to group items located at neighboring grid positions.
Ant-based clustering was then compared to a number of traditional clustering techniques,
including k-means, average link hierarchical clustering and self-organizing maps. This com-
parison showed that across a range of different benchmark data sets, the algorithm performed
competitively to these standard algorithms. Ant-based clustering has the advantage of auto-
matically determining the number of clusters, and it was shown to outperform a statistical
method (the Gap statistic, Tibshirani et al. 2001) in this respect (Handl et al. 2006).

Lumer and Faieta also proposed to use their algorithm as a “heuristic mapping of a pos-
sibly high-dimensional and sparse data set on a plane, in a way which preserves neighbor-
hood relationships as much as possible”, that is, as an approximate topographic mapping
or multi-dimensional scaling. This motivated a number of real-world applications of ant-
based clustering and sorting to topographic mapping, in particular for the visualization of
document collections in the form of topic maps (Handl and Meyer 2002; Hoe et al. 2002;
Ramos and Merelo 2002) and for graph partitioning (Kuntz and Snyers 1994, 1999; Kuntz et
al. 1998). Recent work (Handl et al. 2006), however, demonstrates that the topology preser-
vation provided by the algorithm is in fact quite poor and that ant-based clustering provides
a very limited intra-cluster sorting only.
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2.3 Related methods

Recently, the term ant-based clustering has also been used to refer to a number of conceptu-
ally different algorithms in which agents (“ants”) are directly associated with individual data
items (Azzag et al. 2004; Chen et al. 2004, 2005; Labroche et al. 2004; Moere and Clay-
den 2005). In these algorithms, agents that carry similar data items attract each other, which
results in the formation of groups or hierarchies of agents that are then interpreted as flat
or hierarchical partitionings of the data. These methods are thus closely related to flocking-
based methods. The general concept of flocking-based clustering and some representative
approaches are discussed in Sect. 4.

3 Clustering-as-optimization algorithms

An alternative to using specialized clustering methods is to recast clustering as an opti-
mization task, with clustering quality as the objective, and to use a suitable general purpose
optimization method to find a good clustering. The principal advantage of this approach
is that the objective of the clustering is explicit, which enables us to better understand the
performance of the clustering algorithm on particular types of data and to use task-specific
clustering objectives. It is even possible to consider several objectives simultaneously, an
approach explored recently in (Handl and Knowles 2007).

3.1 Ant colony optimization

In principle, any general purpose optimization method can serve as the basis of this ap-
proach. Given that the focus of our paper is on ant-based and swarm-based clustering,
we will discuss the use of ant colony optimization (ACO) (Dorigo and Stützle 2004;
Dorigo et al. 1996). ACO is a stochastic metaheuristic for combinatorial optimization that
is inspired by the foraging behavior of mass recruiting ants, which use pheromones to mark
promising foraging areas and paths to potential food sources. In ACO a number of agents
(“ants”) independently construct solutions in parallel by iteratively augmenting partial so-
lutions. The sequence of components that are used in the construction of a solution corre-
sponds to the choices made along a path to a food source. The paradigmatic (and probably
most easily understood) problem solved with ACO is the traveling salesman problem (TSP),
where a partial solution corresponds to a partial path. It is worthwhile introducing ACO with
this classical example, as it is necessary to understand the original metaheuristic to be able
to appreciate the modifications made for clustering applications. For the TSP problem, every
construction step extends a partial path to a new city. The ants make the choice of the next
city to be visited based on a so-called “pheromone value”, which models the preference for
a particular choice and is cooperatively learned by the ants during the search. In a TSP the
pheromone value is commonly attached to a pair of cities ci , cj and models the preference
to go from city ci to cj . The pheromone values are learned through a reinforcement strategy
in which each ant, after the complete solutions have been constructed, reinforces the choices
it has made during the solution construction with an amount of pheromone reinforcement
proportional to the solution quality it obtained.

3.2 Application to data clustering

When a general purpose optimization metaheuristic is used for clustering, a number of im-
portant design choices have to be made. Predominantly, these are the problem representa-
tion and the objective function. Both of these can have an important effect on optimization
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performance and thus on clustering quality. Many different solutions have been proposed
for clustering in the context of other metaheuristics, specifically genetic algorithms (GAs)
(Cole 1998; Jain et al. 1999a; Rayward-Smith 2005). Possible choices for the representation
of clustering solutions include permutation-based (Cole 1998), linkage-based (Handl and
Knowles 2007), and matrix-based encodings (Cole 1998). Similarly, a wide range of dif-
ferent objective functions can be derived from a large variety of different clustering quality
measures (Handl et al. 2005).

In comparison with the variety of approaches investigated for clustering with GAs, to date
only a very limited range of design choices have been explored with ACO. Initial studies of
ACO-based algorithms for clustering have been presented in (Runkler 2005; Saatchi and
Hung 2005). In Runkler (2005) a representation based on the cluster membership matrix is
used, resulting in a discrete assignment problem. Based on a similar representation, Saatchi
and Hung (2005) propose a hybridization of ACO with k-means. The approach in (Runkler
2005) was tested for the standard k-means criterion as well as for fuzzy c-means, and the
author reports good quality results on a number of reasonably small data sets, including
the well-known lung cancer test data in the UCI Machine Learning Repository. However,
the author also cautions that his approach is computationally more expensive than standard
conventional state-of-the-art methods.

3.3 Related methods

Next to these direct applications of ACO to clustering, the literature contains a number
of ACO-derivatives that cannot directly be understood as clustering-as-optimization ap-
proaches (Chu et al. 2004; Tsai et al. 2002). These algorithms modify ACO in such a way
that a single explicit global objective can no longer be identified. For this reason, they do not
truly belong into the “clustering-as-optimization” category and are better viewed as special-
ized clustering heuristics. However, as they are still closely related to ACO we will briefly
discuss them here.

The basic idea of these ACO-derived heuristics is simple: As in ACO for the TSP, each
ant tries to find a cost-minimizing path, where the nodes of the path are the data points to
be clustered. Like in the TSP, the cost of moving from data point xi to xj is the distance
d(i, j) between these points, measured by some appropriate dissimilarity metric. Thus, the
next point to be added to the path tends to be similar to the last point on the path.

An important way in which these algorithms deviate from ACO algorithms is that the
ants do not necessarily visit all data points: the fraction of data points visited may be a
constant fraction of all data points (Chu et al. 2004) or it may be decreasing over time (Tsai
et al. 2002). While Tsai et al. (2002) have to be credited with proposing to use reduced path
lengths in ACO for clustering, the authors neither describe the algorithm in sufficient detail
nor present a mature evaluation. Some first steps towards an evaluation are later reported in
(Chu et al. 2004) and the authors come to the conclusion that their adaption of this principle
compares favorably with the well-known DBSCAN algorithm (Ester et al. 1996).

An important consequence of the reduced path length is that, unlike in ACO, there is
no direct correspondence between an individual path and a full solution (clustering) or a
solution component (cluster). Thus, a post-process that extracts explicit clusters from the
pheromone matrix is required. The basic idea used for this in (Chu et al. 2004; Tsai et al.
2002) is to break connections between data points that carry less than a threshold level of
pheromone and to interpret the remaining connected components as clusters.
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4 Other swarm-based clustering methods

Apart from ant-inspired techniques, a number of other swarm-based methods have been used
for clustering.2 Unfortunately, it is not an easy task to review this literature. While it is ripe
with inspired and promising ideas, there is very little mature work. Thorough evaluations
are rare and details of the proposed algorithms are often missing. We will therefore discuss
the conceptual ideas behind individual methods, but cannot give full details in many cases.

4.1 Information flocking

4.1.1 Biological inspiration

Flocking is an important type of animal behavior that has been used as the basis of swarm al-
gorithms. The idea goes back to Reynolds’ discovery that the flocking behavior of birds can
be simulated by groups of “bird-like” agents, so-called boids, whose behavior is governed
by only three simple activity principles, without any central control of the swarm (Reynolds
1987).

The three principles are:

– Alignment: Each boid aims to match its heading and speed to that of other boids in its
immediate neighborhood of radius δ1.

– Cohesion: Each boid adjusts its steering towards the center position of the group of boids
in its immediate neighborhood of radius δ2.

– Avoidance: A boid that comes too close to another boid steers away from it within a
neighborhood of radius δ3.

Alignment and cohesion are the forces that allow the flock to form groups, while avoid-
ance counteracts crowding and balances the other two forces. These principles are, in fact,
biologically realistic (Couzin et al. 2002) even if much simplified. Using a force-directed
model, they can be implemented through a simple unified update formula. Let the position
of the i-th boid bi at time t be �xi(t) and its velocity vector �vi(t). The initial values for these
are random. At each time step t each boid bi updates its position and velocity according to

�xi(t + 1) = �xi(t) + �vi(t),

�vi(t + 1) = α0�vi(t)

+ α1
1

|N1(i, t)|
∑

j∈N1(i,t)

�vj (t) //alignment

+ α2

(
1

|N2(i, t)|
∑

j∈N2(i,t)

�xj (t) − �xi(t)

)
//cohesion

− α3

∑
j∈N3(i,t)

(�xj (t) − �xi(t)
)

//avoidance.

Hence, the new velocity vector of the boid is computed as the weighted sum between its
old velocity vector and the forces resulting from the three activity principles. The αk are the

2We take “swarm” to mean a collection of spatially embedded motile agents that interact using predominantly
local knowledge and simple local interactions.
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positive weighting factors for the individual components and Nk(i, t) is the neighborhood
of bi at time t taking into account the different sensory radii for the k-th activity principle

Nk(i, t) = {
j | δk ≥ ∥∥(�xi − �xj )

∥∥}
.

Even though these principles are completely localized, they enable the group to exhibit
complex and natural flocking behavior (Reynolds 1987). Additional environmental influ-
ences, such as a preferred flock direction for homing or avoidance of external obstacles can
easily be taken into account by extending the force-directed model.

4.1.2 Application to data clustering

The idea of using boid-like flocking for clustering in information visualization is due to
Proctor and Winter. They presented a flocking implementation to cluster people into social
groups according to their different interests in (Proctor and Winter 1998) where the term
“information flocking” was coined.

The boid idea is adapted by representing each person as one boid. �xi is taken as the boid’s
on-screen 2d-position for visualization. A flocking behavior that encourages clustering ac-
cording to interests is achieved by weighting the alignment component in the velocity update
with an additional factor s(i, j) that is proportional to the similarity of interests of person
i and person j . Furthermore, the cohesion component is replaced by a homing force that
steers the boids towards the center of the screen so that they do not leave the visualization
field.

It is worth noting that this method was not intended for static clustering but instead
for dynamic information visualization, where more similar documents stay more closely
together in a flock, while dissimilar documents drift apart.3

Information flocking has later been extended to visualize time-varying data in (Vande
Moere 2004). Here stock market movements are visualized such that each boid represents
a single share. While the high-level group behavior of the flock defies a simple and direct
interpretation, it is still interesting to observe that stocks with an unusual behavior (i.e., not
well aligned with average market movement) are typically found at the periphery of the
flock, often in peripheral “bulges”, while stocks whose behavior is close to average, such as
the S&P500, are found at the center of the flock.

The idea of information flocking later resurfaces in (Cui et al. 2006) where it is used for
text document classification.

A related application of flocking algorithms is to cluster discovery in spatial data. This
idea goes back to (Macgill 2000; Openshaw and Macgill 1998) and was later extended
in (Folino and Spezzano 2002; Folino et al. 2003a, 2003b). The task is to cluster a set
of spatially distributed data points according to their attributes and spatial distribution into
spatial clusters of “interesting” data. The algorithms use a set of boids that move through the
space into which these data points are embedded and that have the ability to sense the data
in their immediate neighborhood. The boids are divided into four groups, marked by colors.

3Using force-based approaches to generate static embeddings is a standard technique in automatic graph
layout (Di Battista et al. 1999). Indeed, we can use a dataset to generate a complete graph in which each vertex
corresponds to one data point and in which the desired edge lengths are proportional to the corresponding
entries of the data’s dissimilarity matrix. The layout problem for this graph is isomorphic to the standard
multi-dimensional scaling problem (MDS) (Borg and Groenen 1997) for the same data set. Its solution can
be understood as a soft geometric clustering. Advanced MDS techniques, such as stress majorization (Gansner
et al. 2004), can be used to solve this problem efficiently.
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A boid that senses a very high density of interesting data in its immediate neighborhood turns
red, one that sees no interesting data at all turns white, and boids that sense an intermediate
density turn green (higher density) or yellow (lower density). A boid that turns red or white
stops altogether, in order to mark such regions. Green and yellow boids are controlled by the
same behavioral rules as in Reynold’s original method, but the forces are modified such that
alignment and cohesion ignore yellow boids. White boids become the origin of repulsive
forces. In (Folino and Spezzano 2002) the performance of their SPARROW algorithm is
compared to DBSCAN (Ester et al. 1996), which is a conventional standard algorithm for
this problem. The paper comes to the conclusion that SPARROW performs comparably to
DBSCAN but uses slightly fewer spatial queries.

4.2 Particle swarm optimization for clustering

4.2.1 Particle swarm optimization

As ant foraging has inspired ACO, flocking behavior has inspired PSO (Particle Swarm Op-
timization (Kennedy and Eberhart 1995)), another general purpose optimization metaheuris-
tic. PSO is used to optimize functions of continuous variables and its basic algorithmic form
is of extreme simplicity. To optimize an objective function f (�x) : Rn → N, a swarm of “par-
ticles” moves cooperatively in Rn. Each particle represents a complete solution and moves
under the influence of forces that attract it to some degree to good positions in the search
space that have previously been explored by itself or by other swarm members. Initially, a
number of particles are placed at random positions in the n-dimensional search space and
are given random velocities. As above, let the position of particle i be �xi and its velocity
�vi . At every time step each particle evaluates the objective at its position. It then updates its
position and velocity as well as a memory for its individually best position �pib

i throughout
the process and the memory for the best position �pgb of all particles throughout the process.
The particles have some momentum and are attracted to both of these memory positions:

�xi(t + 1) = �xi(t) + �v(t),

�vi(t + 1) = α1�vi(t) + α2μ1
( �pib

i − �xi(t)
) + α3μ2

( �pgb − �xi(t)
)
,

�pib
i ←

{
�xi(t) if f (�xi(t)) < f ( �pib

i ),

�pib
i otherwise,

�pgb ←
{

�xi(t) if f (�xi(t)) < f ( �pgb),

�pgb otherwise

where μi are random variables U(0,1). Modern PSO implementations deviate significantly
from this simple schema and often integrate ideas from other stochastic search methods (Poli
et al. 2007).

4.2.2 Application to data clustering

A straightforward implementation of PSO for clustering was introduced in (Omran et al.
2002). The algorithm uses a fixed number of clusters nc and uses PSO to search for the
optimal centroids of these clusters. As in vector quantization, each data point automatically
belongs to the cluster with the closest centroid. Each particle represents the position of
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all the nc centroids for the clusters. For a d-dimensional data space, �xi is thus (d · nc)-
dimensional. These particles search the space using the normal PSO algorithm and use the
vector quantization error as the objective function:

f (�x) = 1

nc

nc∑
j=1

∑
z∈Cj

‖�z − �mj‖

where Cj is the set of all data points belonging to the j th cluster and �mj is its centroid.
The idea for this clustering method has been introduced in (Omran et al. 2002) for use with
image data and has been extended in (van der Merwe and Engelbrecht 2003) through a
hybridization with k-means4 where a preliminary performance evaluation is given for the
standard IRIS and WINE clustering test data sets. Other authors have used the same idea of
a PSO + k-means hybrid for clustering of text documents (Cui et al. 2005; Cui and Potok
2005). In contrast to (van der Merwe and Engelbrecht 2003), they use k-means also as a
post-process. This makes sense, as k-means is known to be a local optimizer (Kanungo et
al. 2000) and therefore can only improve the results. However, it is not clear from these
studies whether the improved performance of the hybrids justifies the computational effort
of using swarms. Its results are, however, not directly comparable to (van der Merwe and
Engelbrecht 2003) as the nature of the test data is quite different: (Cui and Potok 2005)
cluster high-dimensional data for text classification of the TREC databases.

4.3 Swarm-based clustering in context

A variety of other approaches that are not directly based on swarming metaphors can nev-
ertheless be considered as related to swarm-based algorithms. From an extreme angle, it
could be argued that all population-based stochastic search methods are somewhat related to
swarm intelligence. The surveys (Jain et al. 1999b; Rayward-Smith 2005) give a discussion
of some of these for clustering, specifically of genetic algorithms. Estimation of distribution
algorithms (EDAs) (Larrañaga and Lozano 2002) are a close relative of genetic algorithms.
Like these, they are based on a sampling and elimination process. In contrast to these, they
do not manipulate individual population members directly, but instead represent a whole
population implicitly via joint probability distributions. Specifically, the univariate mar-
ginal distribution algorithm (UMDA) (Mühlenbein 1998) and population-based incremental
learning (PBIL) (Baluja and Caruana 1995) are closely related to ACO (Cordón et al. 2002;
Monmarché et al. 2000; Zlochin et al. 2004). EDAs for clustering have been studied in
(Roure et al. 2002), where a comparison with GAs and k-means is given. Another nature-
inspired algorithm framework, often cited in the context of swarm intelligence, is artificial
immune systems (AIS) (Dasgupta 1999). These, too, are closely related to genetic algo-
rithms. To the best of the authors’ knowledge the idea to use AIS for clustering goes back
to (Timmis et al. 1999), with more complete descriptions given in (Timmis et al. 2000;
Timmis and Neal 2001). A closely related approach is presented in (de Castro and von
Zuben 2000). Finally, Kohonen networks or self-organizing maps (SOMs) (Kohonen 1997)
deserve a brief mention. While this popular method for clustering high-dimensional data (as
well as to project high-dimensional data into low-dimensional spaces) is usually interpreted
as a neural-net structure, it could also be interpreted as a swarm of motile elements in a topo-
logical neighborhood. This renders it closely related to flocking mechanisms for clustering.
While some readers may feel that this broadens the concept of a swarm-based approach too
much, SOMs certainly have a special place as the first self-organizing approach to clustering.

4k-means is used as a pre-process to initialize the PSO positions.
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5 Perspectives

5.1 Applications

Ant-based clustering algorithms have recently been applied in a range of different problem
domains, underlining the increasing interest in these new types of clustering algorithms from
practitioners. For the interested reader Table 1 gives selected examples of the different areas
in which ant-based clustering has found application. Note that the table does not include
applications of ant-based methods to data-mining tasks different from clustering, which can
also be found in the literature (see Parpinelli et al. 2002, 2005; Langham 2005). Swarm-
based clustering methods, different from ant-based clustering, have also been applied for a
number of different clustering tasks, most prominently spatial data mining (Macgill 2000;
Openshaw and Macgill 1998; Folino and Spezzano 2002) and text mining (Cui and Potok
2005; Cui et al. 2005, 2006), as discussed in Sect. 4.

5.2 Challenges for the future

Research on swarm-based clustering is still very much in its infancy and driven by the de-
sire to understand how self-organized behavior can achieve such a task. This, in itself, is
a valuable goal. However, from an application perspective new clustering algorithms can
be of use only if they are thoroughly tested and compared with established methods. New
clustering algorithms are proposed quite frequently in the data mining and pattern analy-
sis literature, either as improvements over existing techniques, or as bespoke solutions to
a particular (perhaps novel) class of clustering problems. Whether such methods make an
impact or just contribute to the battery of techniques available depends very much on a de-
tailed understanding of the particular properties of the method proposed, most of all on an
understanding of the types of data it is suitable for. In practice, the first requirement for the
application of a clustering algorithm is a precise definition of the specific type of clustering
problems to be solved. Different algorithms make very different assumptions about the type
of cluster structures sought, and given any prior knowledge available about the clustering

Table 1 Examples of applications of ant-based clustering

Application area Reference

Intrusion detection Ramos and Abraham (2005)

Tsang and Kwong (2005)

Web usage mining and recommendation systems Abraham and Ramos (2003)

Labroche et al. (2003)

Graph partitioning Kuntz et al. (1998)

Bioinformatics Vizine et al. (2005b)

Text mining Handl and Meyer (2002)

Azzag et al. (2004)

Vizine et al. (2005a)

Packet clustering in router-based networks Merkle et al. (2004)

Texture segmentation Channa et al. (2006)
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problem at hand it is of fundamental importance to select an algorithm consistent with this.
Each algorithm has a bias towards particular types of cluster structures, and many algorithms
will even generate a clustering in the absence of a natural class structure. Cluster validation
(Handl et al. 2005) is thus crucial both (i) in application studies for the purpose of result
verification, and (ii) in algorithm development in order to provide an objective assessment
of the strengths and weaknesses of a given method.

Ideally, empirical analysis of the performance of the algorithm should be complemented
by theoretical results on the working mechanisms of the algorithms and by predictions re-
garding the types of cluster problems that can be solved. This endeavor would be of partic-
ular importance for algorithms like those reviewed in Sect. 2, where no explicit clustering
objective is given, making it particularly challenging to obtain a thorough understanding of
the biases and limitations of the method.

5.3 Potential of ant-based and swarm-based clustering

Aspects other than clustering accuracy may also factor in the practical utility of a clustering
algorithm. Ant-based clustering and, more generally, swarm-based clustering may have a
number of potentially attractive features based on their self-organizing nature.

1. The absence of central control may make this type of algorithm suitable for the appli-
cation in distributed clustering problems (Chandrasekar and Srinivasan 2007), that is,
clustering problems where the data cannot be accessed in its entirety, for example, due to
geographical, time or space constraints.

2. Their use of multiple independent agents renders some swarm-based algorithms naturally
suitable for parallelization.

3. Swarm-based clustering algorithms are usually thought to promise robustness and adap-
tiveness, and may thus be able to deal with noise and incremental data.

Evidently, all of the above features would make ant-based and swarm-based clustering
highly attractive in many important clustering applications. Unfortunately, there is currently
a lack of rigorous investigations of the degree to which existing algorithms really fulfill
those promises. For example, despite contrary claims (Albuquerque and Dupuis 2002), it is
not immediately obvious how Lumer & Faieta type algorithms could be successfully par-
allelized. It is crucial that in the future such claims be precisely defined for the particular
application at hand, measured objectively, and demonstrated rigorously.

6 Conclusion

This survey has been concerned with clustering algorithms that draw their inspiration from
ant behavior observed in nature. Two distinct classes of ant-based clustering algorithms
have been identified: those that directly imitate clustering behaviors observed in nature and
those that are based on ant colony optimization. Other types of swarm-based clustering
methods and their relation to these two categories have also been discussed, applications
and advantages of ant-based clustering methods have been summarized and challenges for
future research have been highlighted. The initial research on swarm-based clustering has
opened a fascinating world of novel clustering methods. For these to graduate from being
merely ‘interesting’ to being practically useful it will be vital that future research evaluates
such approaches thoroughly and critically, both theoretically and in the context of real world
applications.
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