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3-D Networks-on-Chip (NoCs) have been proposed as a potent solution to address both the interconnec-
tion and design complexity problems facing future System-on-Chip (SoC) designs. In this paper, two
topology-aware multicast routing algorithms, Multicasting XYZ (MXYZ) and Alternative XYZ (AL + XYZ)
algorithms in supporting of 3-D NoC are proposed. In essence, MXYZ is a simple dimension order multi-
cast routing algorithm that targets 3-D NoC systems built upon regular topologies. To support multicast
routing in irregular regions, AL + XYZ can be applied, where an alternative output channel is sought to
forward/replicate the packets whenever the output channel determined by MXYZ is not available. To
evaluate the performance of MXYZ and AL + XYZ, extensive experiments have been conducted by com-
paring MXYZ and AL + XYZ against a path-based multicast routing algorithm and an irregular region ori-
ented multiple unicast routing algorithm, respectively. The experimental results confirm that the
proposed MXYZ and AL + XYZ schemes, respectively, have lower latency and power consumption than
the other two routing algorithms, meriting the two proposed algorithms to be more suitable for support-
ing multicasting in 3-D NoC systems. In addition, the hardware implementation cost of AL + XYZ is shown
to be quite modest.

� 2013 Elsevier B.V. All rights reserved.
1. Introduction

Networks-on-Chip (NoCs) have emerged as the mainstream on-
chip network architecture to efficiently interconnect a large num-
ber of (16 or more) processing cores in a many-core system. How-
ever, with the continued increase of the number of processing
cores on a chip [1] enabled by the rapid advances in CMOS technol-
ogy, standard NoCs will find that they are difficult to keep up the
bandwidths and/or power consumption requirements as imposed
by future super large SoCs. To address this pressing interconnect
challenge, three dimensional NoCs have been proposed [2]. 3-D
integration can considerably help reduce the lengths of global
interconnects, resulting in significantly lower interconnection de-
lay and power consumption as well as smaller chip area [3]. Of
the existing 3-D integration approaches, including wire bounded,
microbump, through-silicon via (TSV) and contactless [3], the
TSV technology can offer a high density of vertical interconnects.

With the development of diverse applications and program-
ming models on chip multiprocessors (CMPs), collective communi-
cations [4] (one-to-many communications and one-to-all
communications) are becoming more common. For example, in
CMPs with cache coherent shared memory, the cache coherence
protocols involve one-to-many communications to either keep dif-
ferent requests in order or invalidate shared data at different cache
nodes [5]. In [6], it has been observed that 5–12% of the network
traffic is one-to-many in nature when SPEC, TPC and SPLASH-2
benchmarks are running in PHARMSim, a full system simulator
[7]. Also reported in [6], with the employment of the GEMS full sys-
tem simulator [8], if hardware multicast support is replaced by the
use of multiple unicast (so called software multicast [4]), the run
time of three applications (i.e., barnes, ocean, and radiosity from
the SPLASH-2 benchmark) will be multiplied by as much as 1.4�
to 2.2�.

These studies [4,9] clearly indicate that efficient support of one-
o-many communications in many-core systems, particularly hard-
ware multicast support, will benefit a wide range of applications
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Fig. 1. Illustration of irregular regions caused by virtualization in a 3-D NoC-based
many-core system.
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with improved network performance and reduced power con-
sumption. Unfortunately, up to date, very few NoC router designs
actually support multicasting [5,6,10], and even fewer for 3-D
NoC-based many-core systems [11].

The need of efficient hardware collective communication sup-
port is complicated by topological irregularity which might result
from virtualization [12]. Virtualization at the NoC level basically al-
lows a single NoC-based CMP to be shared by multiple applications
with each mapped to a different region of the chip [13] either stat-
ically [14] or dynamically [15,16]. Fig. 1 shows an example where
three applications are allocated to three tile regions but with irreg-
ular shapes. We call the tiles allocated to one application as sub-
network throughout the paper. Applying virtualization to 3-D NoCs
faces the challenge of traffic isolation [10], i.e., communication be-
tween nodes in a virtualized sub-network shall be limited to the
sub-network only. These irregular sub-networks with traffic isola-
tion request negate the application of multicast algorithms de-
signed for regular network topologies. Note that topology
irregularity can also result from the presence of faulty links/nodes
in an NoC.

To the best of our knowledge, in the literature, there has been
no work addressing irregular sub-network oriented multicasting
for 3-D NoC systems. In our previous work [17,18], an irregular
sub-network-oriented multicasting strategy was proposed for
2-D NoC only. In this paper, we extend the method to cover 3-D
NoC with multicasting for both regular and irregular topologies,
which first appears in [19].

The organization of the paper is as follows. Section 2 reviews
the related work, and Section 3 introduces the NoC architectural
and energy models. Section 4 presents the MXYZ algorithm for reg-
ular 3-D NoCs, while Section 5 details the strategy to support mul-
ticast routing in irregular sub-network and the AL + XYZ algorithm.
Section 6 presents the hardware implementation of the proposed
algorithms. The experimental results of MXYZ and AL + XYZ are re-
ported in Section 7. Finally, Section 8 concludes the paper.
2. Related work

Multicast communication has been an extensively studied sub-
ject in computer networks and interconnection networks [4]. The
simplest multicasting scheme is to send a multicast packet as mul-
tiple unicast packets. However, such a simple scheme cannot be
adopted in NoCs, as it suffers from very large network latency
and high power consumption [6]. As a matter of fact, due to the
tight power and area constraints pertaining to NoCs, besides low
network latency, support of multicasting in NoC imposes addi-
tional requirements for low power consumption and small chip
footprint.

Taking these power and area constraints into consideration, be-
low we first survey existing multicasting schemes for both 2-D
mesh-based and irregular 2-D mesh-based NoCs. As the last part
of this section, the only existing multicasting scheme for 3-D NoCs
is reviewed.

2.1. Existing multicasting schemes for regular 2-D NoCs

The multicast of regular 2-D mesh topology has been studied as
in [4]. Generally, there are two types of multicast routing strate-
gies, the path-based [11,20] and the tree-based [5,6,21–23] multi-
casting. In path-based multicast routing, multicast packets traverse
along the Hamiltonian paths to reach the destinations. Path-based
multicast is attractive for its simplicity in hardware design. How-
ever, if the destination nodes are widely spread, path-based multi-
cast may suffer from a longer packet latency because packets need
to traverse non-minimal paths to form the Hamiltonian paths [6].
It is shown in [6] that path-based multicast may increase network
latency by 48% as compared to a tree-based multicast algorithm.

Tree-based multicast routing [5,6,21–23], on the other hand, is
to deliver a packet along a common path to the farthest and repli-
cate packets (branch) for a unique set of destination nodes when
necessary to achieve a minimal route to reach each destination.
Compared with path-based multicast, tree-based multicast routing
might have lower packet latency per destination node [6]. Several
tree-based multicast approaches have been proposed for regular
2-D mesh-based NoCs. The virtual-circuit-tree-based multicast
(VCTM) [6] sets up a multicast path for each multicast communica-
tion using a context addressable memory (CAM) at each router.
VCTM avoids sending redundant packets as multiple unicast rout-
ing strategy does. However, CAM in VCTM might result in high
power consumption and area costs. These approaches in [21] and
[24] extend the unicast XY routing to support multicasting, where
a packet will always be sent to the X direction first and get repli-
cated if there are destinations in the Y direction. The approach in
[24] is referred as multicast XY (MXY) in this paper. In [22,23],
tree-based adaptive multicast routing approaches are proposed.
The region partition multicast (RPM) [5] selects the replication
points for multicast packets based on the distribution of destina-
tions in the network partition. Each node partitions the whole net-
work into at most eight regions according to its position.
Replication decisions are made by checking the regions where
the destination nodes fall into. The simulation results in [5] show
that RPM, compared with VCTM, improves the average packet la-
tency by 50% and saves the router and link power by 25%.

2.2. Existing multicasting schemes for irregular 2-D NoCs

Those multicast/unicast routing algorithms for regular topolo-
gies, unfortunately, are not suitable for irregular topologies, be-
cause certain part of a routing path found by these algorithms
may not belong to the irregular sub-network (i.e., dissatisfying
the traffic isolation requirement). In the literature, routing tables
are typically used to route packets in irregular topologies [25].
However, if the traffic pattern is not predictable, as for the traffic
generated by cache coherence protocols [9], building routing tables
may incur additional delay.

The bLBDR routing [10] proposed for collective communication
in irregular sub-networks support multicasting by broadcasting in
sub-networks. In bLBDR, connectivity bits are used to define differ-
ent sub-networks. However, the broadcast nature of this scheme
makes the network tend to be easily congested, which apparently
results in higher power consumption.

In our previous work [17,18], an irregular sub-network oriented
multicast strategy was proposed for 2-D NoCs. A regular mesh ori-
ented multicast routing algorithm is used as the basic routing algo-
rithm. When this basic routing algorithm fails to find an output
channel because of the irregularity, the multicast packet will be
forwarded or replicated to an alternative output channel.
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2.3. Existing multicasting approaches for 3-D regular NoCs

Up to date, few work with exception in [11,26] touches on mul-
ticasting support for 3-D regular NoCs. In a broader sense, it is a
path-based multicast routing algorithm. The network is parti-
tioned according to the distribution of the destination set while
trying to balance out the numbers of destinations in each partition.
For each partition, a multicast packet is generated which follows a
Hamiltonian path. Several partitioning methods have been consid-
ered to balance the destination number in each of the partitions.
For example, the hybrid partition (HP) method further divides
the partitions that include a large number of destinations into sev-
eral partitions in order to ensure that each of the partitions has
roughly the same destination number as any of others.

3. 3-D NoC models

In this section, a generic 3-D NoC architecture and its energy
model for its communications are described.

3.1. 3-D NoC architecture

The target 3-D NoC architecture is a vertically stacked mesh-
based system with a total of N � N � Nz tiles. That is, the 3-D
NoC system has Nz layers and each layer has N � N tiles. Each tile
can be indexed by the coordinate (x, y, z) with 1 6 x, y 6 N and
0 6 z 6 Nz �1. As shown in Fig. 2, each tile is composed of a router
and IP core(s) [2]. The IP core(s) could be a processor core, or a
memory unit (e.g., L1 cache or L2 unit/bank), or a combination of

 

 

Fig. 2. 3-D NoC archietcture.
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them (for example, a tile can be composed of a processor, L1 data
and instruction cache, and an L2 bank). Each router (shown in
Fig. 3) has seven ports, i.e., East, West, North, South, Local, Up,
and Down. A 7 � 7 crossbar switch is used as the switching fabric
of the router. The arbitration unit arbitrates the connection re-
quests sent from the input ports so that each output port receives
data from at most one input port. At each input port, multiple vir-
tual channels (VCs) are used. The VC allocation unit controls the
virtual channel allocation. The unicast routing unit implements
the unicast routing algorithm and the multicast routing unit imple-
ments the multicast routing algorithm, respectively.

Assume wormhole switching is used here. To support multicast,
a multicast packet could be replicated to multiple output channels
according to the decision of the multicast routing unit. The replica-
tion is done inside the crossbar where a packet is forwarded to
multiple output channels. A packet is broken into flits which might
occupy multiple buffers of the routers along the multicast tree.
Asynchronous replication [27] scheme is used, where multiple rep-
licated flits are allowed to be forwarded independently. If one rep-
licated flit is blocked on its destined output channel, the replicated
flits to other output channels can still be forwarded
asynchronously.

3.2. Energy model

3.2.1. Dynamic energy/power
The average dynamic energy consumption for a unicast com-

munication which sends one bit from a source tile s to a destina-
tion tile t can be represented as,

Es;t
Unicast ¼ gERbit þ gHELHbit þ gV ELVbit ð1Þ

whereg is the number of routers traversed from tile s to tile t, ERbit is the
bit energy consumed by the router, ELHbit is the bit energy consumed on
each horizontal link, and ELVbit is the bit energy consumed on each
vertical link. gH and gV represent the numbers of horizontal and verti-
cal links on the communication path, respectively. Following the wire
model in [28], ELHbit = dHVdd

2CwireH/2 and ELVbit = dVVdd
2CwireV/2,

where dH and dV are the lengths of the respective horizontal and
vertical links, Vdd is the supply voltage, and CwireH and CwireV are the
respective wire capacitances of horizontal and vertical links.

The average energy consumption for a multicast communica-
tion which sends one bit from a source tile s to a set of destination
tiles D can be represented as,
Switching  fabric

Arbitration

Output 0

Output 6

...

tecture for 3-D NoCs.
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Es;D
Multicast ¼ gERbit þ gMHELHbit þ gMV ELVbit ð2Þ

where g is the total number of routers, and gMV and gMH represent
the total numbers of horizontal and vertical links traversed on the
multicast path from tile s to all tiles in D, respectively.

3.2.2. Leakage power
Leakage power of any component is due to the sub-threshold

current Isub0 and the gate leakage current Ig0. The leakage power
of a component the j-th component can be represented as

Pl
jðsÞ ¼ Isub0j þ Ig0j ¼ AjaebðTðsÞ�Tref Þ ¼ RebðTðsÞ�Tref Þ

where j is the index of a tile, Aj is the area of the tile j, T(s) is the
temperature of the tile, Tref is the reference temperature (for exam-
ple, 383 K), R is the leakage power at the reference temperature, and
a and b are the scaling factors among CMOS technology nodes [29].

 

 

4. Multicast support for regular 3-D NoCs

In this section, the assumptions/definitions and data structures
are first introduced, and they are applicable to both regular and
irregular 3-D NoC multicasting algorithms to be presented in this
paper. In the second part of this section, we shall present a multi-
casting algorithm for regular 3-D NoCs.
4.1. Assumptions and definitions

Assumption 1. The applications can be statically or dynamically
mapped to the NoC-based many-core system. For dynamic map-
ping [15], a global manager processor (GM) is responsible for the
resource management.
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Assumption 2. In each packet, the destination addresses are
encoded to form a bit string [4].

Regions are defined to differentiate the destination locations.

Definition 1. Regions. At each tile with coordinate (x, y, z), the
network is partitioned into 10 disjoint regions, R0, R1,. . ., R9, such
that,

Tiles with coordinateðx0; y0; z0Þ ¼

2 R0; if x0 > x and y0 < y

2 R1; if x0 > x and y0 < y

2 R2; if x0 > x and y0 < y

2 R3; if x0 > x and y0 ¼ y

2 R4; if x0 > x and y0 > y

2 R5; if x0 > x and y0 > y

2 R6; if x0 > x and y0 > y
2 R7; if x0 > x and y0 ¼ y

2 R8; if x0 ¼ x and y0 ¼ y and z0 > z

2 R9; if x0 ¼ x and y0 ¼ y and z0 < z

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

ð3Þ

Fig. 4 shows a partition example where a network of size of
4 � 4 � 3 nodes is partitioned into 10 disjoint regions with respect
to tile 25. A nodes index, say i, is uniquely determined from its
coordinate (x, y, z) as, i = x + y � N + z � N � N. The partition of
the network into regions helps identify the destination locations,
which then helps determine how to replicate packets.

Two groups of bit vectors are defined at each router in the pro-
posed multicast routing algorithms.

(1) The destination set inclusion bit vectors. For a multicast
packet, the destination addresses are checked to determine
which regions that the destination nodes belong to. At the
multicast routing unit of each input port, the following three
types of bit vectors are used to realize the destination set
inclusion function in hardware.
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Fig. 5. Bit vectors at node 25 assuming the destinations are 0, 2, 18 and 20. The network is shown in Fig. 4.

Fig. 6. Pseudo code of MXYZ.
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� Input destination bit vector D. To encode all nodes in the net-
work, an (N � N � Nz)-bit vector will be used. The i-th bit of
the vector is 1 if the i-th node is inside the destination set.
� Bit mask vector for each region. There are ten bit masks, BM_R0,,

. . ., BM_R9, each with N � N � Nz bits. The m-th bit of BM_Ri is 1
if node m is in region Ri of the current node. BM_Ri’s (i = 0..9) are
set offline.
� Destination bit vector for each region. Ten bit vectors IN_R0, . . .

IN_R9, each with N � N � Nz bits, are used to represent the des-
tinations within each region. For example, IN_Ri (i = 0..9) is
obtained by performing logical AND operation of D and the cor-
responding BM_Ri.

Consider the network in Fig. 4 and a multicast example with the
source node 25 and four destinations 0, 2, 18 and 20. Fig. 5 shows
the three bit vectors at node 25.

(1) The output destination bit vectors. Six bit vectors N_DestSet,
S_DestSet, E_DestSet, W_DestSet, Up_DestSet, and Down_
DestSet, each of N � N � Nz bits, are used to represent the
destinations on each output direction.

4.2. Multicast XYZ (MXYZ) algorithm

With the definitions above, a tree-based, dimension-ordered
multicast routing algorithm MXYZ is proposed to support multi-
casting in regular 3-D NoC systems. The packet is delivered along
the X direction to the farthest. Then the packet is replicated or for-
warded along the Y direction as necessary to reach a unique set of
destination nodes. The packet can be further replicated or for-
warded along the Z direction as necessary until the packet is deliv-
ered to every destination node.

Fig. 6 lists the MXYZ pseudo code assuming the destination bit
vectors IN_Ri’s are obtained. In MXYZ, if there are destinations in
R0, R2, R3, R4, R6 or R7, packets are forwarded or replicated in the
X direction. Therefore, bits in E_DestSet corresponding to destina-
tions in R0/R6/R7 or W_DestSet corresponding to destinations in
R2/R3/R4 are set accordingly. If there are destinations in R1 or R5,
packets are forwarded or replicated in the Y direction. Therefore,
bits in N_DestSet corresponding to destinations in R1 or S_DestSet
corresponding to destinations in R5 are set accordingly. If there
are destinations in R8 or R9, packets are forwarded or replicated
in the Z direction, i.e., bits in Up_DestSet corresponding to destina-
tions in R8 or bits in Down_DestSet corresponding to destinations in
R9 are set accordingly.

The replication rules are included in this pseudo code algorithm
in Fig. 6. For example, suppose there are destinations in both re-
gions R1 and R5. Consider the following two rules from Fig. 6,

� DestSet = IN_R1 OR N_DestSet, and
� S_DestSet = IN_R5 OR S_DestSet.

In this way, there would be two packets generated. The first
packet includes the destinations in R1 and the second includes
the destinations in R5.
Fig. 7(a) illustrates how MXYZ works on a 4 � 4 � 3 network.
The source tile 6 sends multicast packets to five destinations: tiles
0, 4, 12, 28, 44.

� At the source tile 6, two packets are generated, i.e., one to the
West output channel (packet A) and the other to the East output
channel (packet B).
� Packet A follows the XY routing path to reach the destination

tile 0.
� Packet B reaches the destination tile 4 and then two packets are

replicated, one (packet C) to the Up output channel targeting to
the destination tile 28, and one to the North output channel tar-
geting to the destination tile 12.

Finally, at the destination tile 12, a packet is replicated to the Up
output channel targeting to the destination tile 44 (packet D).

As a tree-based approach, MXYZ is compared against the
path-based hybrid partition (HP) multicast routing algorithm
[11]. In order to present a consistent numbering for both MXYZ



Fig. 7. Comparison of HP and MXYZ in terms of hop counts by an example. (a) The communication paths generated by MXYZ routing. (b) The communication paths generated
by HP routing.
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and HP, the Hamiltonian path numbering is used for both multicast
routing algorithms, although in the latter of the paper the conven-
tional numbering is used. Fig. 7 (b) shows that for the same source
and destination set, there are totally 13 hops on the communica-
tion paths of HP. In contrast, in Fig. 7(a), there are only 7 hops on
the communication paths of MXYZ. The larger hop count of HP is
due to the fact that the Hamiltonian paths formed in HP might lead
to non-minimal communication paths. Consequently, the packets
will traverse on paths with more hops, resulting in higher energy
consumption and higher packet latency. For example, the packets
need to traverse along tiles 6, 5, 4, 3, 2 to reach the destination tile
1 (Fig. 7(b)). Instead, in Fig. 7(a), a packet could be replicated to the
South output at tile 6 directly to reach the destination tile 1. By this
way, the hop count of the paths can be reduced. Similarly, to reach
the destination tile 42, the packet needs to traverse more hops in
HP than that in MXYZ.

5. Irregular sub-network oriented multicasting in 3-D NoCs

In this section, the irregular sub-network oriented multicasting
strategy and such a multicast routing algorithm AL + XYZ are
proposed.

5.1. Irregular sub-network oriented multicasting strategy

Consider the irregular sub-network shown in Fig. 8. If the mul-
ticast routing algorithm is based on MXYZ, the dashed arrow indi-
cates the routing path from the source tile s to the destination tiles
d1 and d2. Apparently, the packet following the dashed path cannot
reach the destination because the West output port of tile 11 does
not connect to any tile in the sub-network. However, if the path
turns to North at tile 11, the packet could reach both destinations
(shown as the solid arrow).



Fig. 10. (a) Sub-networks with 3 applications mapped on. (b) Connectivity bits of node 3. (c) Two overlapped sub-networks sharing node 2. (d) Extended connectivity bit
generated using a MUX. (e) Extended connectivity bits of node 1 for Sub-network 1 in (c). (f) Extended connectivity bits of node 1 for Sub-network 2 in (c).
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From this example, a simple but yet effective irregular sub-net-
work oriented multicasting strategy is derived as follows.

� Find the output directions to all the destinations in the destina-
tion set using a multicast routing algorithm designed for regular
3-D mesh topology.
� For each output direction, check its corresponding connectivity

bit. If it is set, then the packet will be replicated and sent to the
output direction; otherwise, use an alternative output direction.
That is, if a tile X direction output channel is not available, pack-
ets can now be forwarded to its Y direction output channel.

5.2. Assumptions and definitions

Besides the assumptions and definitions introduced in Sec-
tion 3.1, additional assumptions and two definitions are made par-
ticularly for irregular sub-networks.
Assumption 3. The shapes of the sub-networks in consideration
should be near convex. That is, a sub-network is composed by Nz

layers of planar sub-regions and all planar sub-regions are iden-
tical. Each planar sub-region should be convex, i.e., the minimal
path of any two tiles should be inside the same sub-region (Fig. 9).
Sub-networks with such shapes could be generated by the online
incremental mapping algorithm proposed in our work [15].
Fig. 9(a) illustrates the sub-network shapes that are conformed
to Assumption 3. Fig. 9(b) shows an example of the sub-networks
not conformed to Assumption 3. In Fig. 9(b), the black tiles form a
sub-network with planar sub-regions of concave shape. In Fig. 9(b),
the crossed tiles form a sub-network where the sub-regions have
different shapes.

To support multicasting inside the irregular sub-networks, a set
of connectivity bits are added.



Fig. 11. The pseudo code of AL + XYZ.

700 X. Wang et al. / Journal of Systems Architecture 59 (2013) 693–708 
 

 

Definition 2. Connectivity bits. Each router has 4 connectivity bits,
CN, CE, CS, and CW, each defining the connectivity at the specific
output direction. Suppose a tile has coordinate (x, y, z), CN is 1 if the
tile and its north neighbor tile (x, y � 1, z) are in the same sub-
network. Similarly, Cd is 1 if the tile and its neighbor tile on the d
direction are in the same sub-network.

A tile may be shared by several sub-networks. For example, a
cache memory may be shared by several applications. Fig. 10(c)
shows that tile 1 is shared by two overlapped sub-networks. The
connectivity bits in Definition 2 cannot describe the overlapped
sub-networks (e.g., two applications share the same memory
node). As in [10], to support up to M overlapped sub-networks,
each connectivity bit is extended to M bits indexed by the sub-net-
work ID (Fig. 9(c)). For example, in Fig. 9(d), CE is extended into
CE[0], . . ., CE[3] if 4 sub-networks need be supported.

Definition 3. Extended connectivity bits. To support up to M
overlapped sub-networks, each router located at the tile with
coordinate (x, y, z) has 4 �M connectivity bits [17], {CN[0], . . .,
CN[M�1]}, {CW[0], . . ., CW[M�1]}, {CE[0], . . ., CE[M�1]}, and {CS[1], . . ., CS[-
M�1]}. Cd[q] = 1 (d represents N, E, S, or W, q = 0, . . ., M�1) if the tile
and its neighbor tile on the d direction are in the same sub-
network with ID q. Extended connectivity (EC) bits ECN, ECE, ECS,
and ECW are defined as follows. Given the sub-network ID q,
ECN = CN[q], ECW = CW[q], ECE = CE[q], ECS = CS[q].

Fig. 10(d) shows that a MUX can be used to find the value of an
extended connectivity bit from the connectivity bits given a sub-
network ID. Fig. 10(e) and (f) show the values of extended connec-
tivity bits of tile 2 for sub-network with ID 1 and 2, respectively.
The connectivity bit registers can be set statically or by GM [30]
with dynamic mapping.

5.3. Irregular sub-network oriented multicasting routing algorithm

Based on the proposed irregular sub-network oriented multi-
casting strategy (Section 5.1), an irregular sub-network oriented
multicasting routing algorithm named as Alternative XYZ is pro-
posed for 3-D NoCs based on MXYZ. It is important to point out
that, based on the proposed strategy, any efficient multicast rout-
ing algorithm supporting regular 3-D NoC topologies can be used
as the basic multicast routing algorithm (not limited to MXYZ) to
develop the irregular sub-network oriented multicast routing algo-
rithm. The pseudo code of the AL + XYZ algorithm running in the
MR module is shown in Fig. 11. Assume the destination
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Fig. 12. Examples showing the routing steps of AL + XYZ.

Fig. 13. Structure of the multicast routing unit.
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bit vectors IN_Ri’s are obtained using the method described in
Section 4.2.

Using MXYZ as the basic routing algorithm, the alternative out-
put direction is on the Y direction. Thus, if there are destinations in
regions R0 and R2, North (Y+) is selected as alternative output direc-
tion. If there are destinations in regions R4 and R6, South (Y�) is se-
lected as alternative output direction. Note that, if destinations are
in regions R1, R3, R5, R7, R8, R9, i.e., the X+, X�, Y+, Y�, Z�, Z+ direc-
tions, there is no alternative output direction. The reason is that,
according to Assumption 3, the sub-network must be near convex
which ensures that between any pair of tiles there exists at least
one minimal path inside the sub-network. It is clear that for each
destination in regions R1, R3, R5, R7, R8, R9, there is only one minimal
path to these destinations. Hence, there is no alternative output
direction for destinations in those regions. Thus, only the alterative
output directions for destinations in regions R0, R2, R4, R6 are found,
which are N, N, S, and S, respectively.

Fig. 12 shows an example of finding the routing path using
AL + XYZ for a multicast communication from s to destinations
d1, d2, and d3 on an irregular sub-network. In step 1, instead of
replicating two packets to West and East (based on output direc-
tions generated by MXYZ), node s replicates two packets to nodes
7 (West) and 6 (South). Because node s has extended connectivity
bits ECW equal to 1 and ECE equal to 0. The alternative output of
East is South. In step 2, node 7 forwards the packet to node 5.
Node 6 forwards the packets to reach one of the destinations
nodes d2. In step 3, node 5 forwards the packet to one of the des-
tination nodes d1. Node d2 forwards the packet to the last desti-
nation node d3.

To avoid deadlocks, the physical network is separated into two
virtual networks [5], VN0 and VN1. First, each of the virtual net-
works does not include cyclic path by forbidding some turns. VN0

does not allow packets to turn to the North direction while VN1

does not allow packets to turn to the South direction. Second, pack-
ets are only allowed to be traversed on one virtual network only. As
such, it is ensured that no cycle will be formed in the whole
network.

To realize this scheme, packets must be distinguished by the
virtual network that they should follow. One bit is thus added in
the packet header to identify the virtual network for a packet. At
the source router, this bit is initialized for the packets. If the desti-
nations are in the North direction of the source node, the packet
follows VN0, while the packet follows VN1 if the destinations are
in the South direction. If the destinations lie in both sides, the



Fig. 14. The logic of MR sub-module for a 4 � 4 � 3 3-D mesh.
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source node makes two copies of the packet, one following VN0 and
the other following VN1. For destinations on the same X coordinate
of the source, either virtual network can be chosen. The intermedi-
ate nodes never change the virtual network identification bit and
only forward the packet to the same virtual network (Fig. 12).
6. Hardware implementation

To support the proposed multicasting algorithms in hardware,
the multicast routing unit (MRU) is designed as in Fig. 13. The
MRU is composed of three sub-modules.



Table 1
Simulation Configuration.

Network size 4 � 4 � 3

Destination set size 8
Packet length (flits) 8
Flit size (bits) 75
VC depth 8
VC number 2
Distribution of the destinations Uniform
CHwire (fF/mm) 212.12
CVwire (fF/mm) 600
Vias length (lm) 50

Tiles belong to app. 1
Tiles belong to app. 2
Tiles belong to app. 3

Fig. 16. Two sub-networks in the 4 � 4 � 3 NoC system.
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(1) Destination inclusion (DI) sub-module. For a multicast
packet, this sub-module checks the sub-networks that the
destination nodes belong to and sets the destination bit vec-
tors of regions as defined in Section 4.1.

(2) Multicast routing calculation (MRC) sub-module. This sub-
module determines the output directions of the multicast
packet. For regular 3-D NoCs, the MXYZ algorithm in Fig. 6
is implemented in MRC. For irregular 3-D NoC sub-networks,
the AL + XYZ algorithm in Fig. 11 is implemented as in
Fig. 14.

(3) The extended connectivity bits selection sub-module. For
regular 3-D NoCs, the extended bits are set to 1. For irregular
3-D NoC sub-networks, non-overlapped sub-networks are
used for simplicity [12]. The extended bits are set by GM
after allocating the applications. When virtualization is not
assumed, i.e., only a single application is running in the
NoC system, this module can be removed.

In order to investigate the overhead of hardware cost incurred
by the multicast routing unit, the 7 � 7 multicast router (Fig. 3)
implemented with AL + XYZ is compared with a 7 � 7 unicast rou-
ter with no multicast routing unit, in terms of area and power con-
sumption. Both routers are configured with two virtual channels
per input port and flit size equal to 75 bits (supporting a
4 � 4 � 3 network). The two designs are synthesized on using Syn-
opses Design Compiler with TSMC 65 nm CMOS library. The power
consumption and area of the AL + XYZ router are 50 mW and
153776 lm2, respectively. As a reference, the power consumption
and area of the 7 � 7 unicast router are 43 mW and 141775 lm2,
respectively. Thus, the area overhead of the AL + XYZ router over
the unicast router is 8%.
7. Performance evaluation

In order to evaluate the performance of the proposed MXYZ and
AL + XYZ, extensive experiments have been conducted with syn-
thetic and real applications.
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7.1. Experimental setup

Table 1 lists the simulation configuration. By default, each tile is
composed of a processor, an L1 I/D cache, an L2 cache bank, and a
router. In Section 7.4, another NoC architecture is considered. The
cycle accurate NoC simulator Noxim [31] is extended to simulate
the 3-D NoC systems. We measure the total communication energy
consumption and average packet latency in the experiments. The
power/energy model is defined in Section 3 which encloses the
router synthesis results reported in Section 6. The leakage power
is estimated from ORION2.0 [32]. The multicast packet latency is
calculated as the average transmission cycles of all replicated
packets.

Two sets of experiments are performed. The first set of experi-
ments is used to compare MXYZ against the path-based hybrid
partition algorithm (HP) [11] in regular 3-D NoC systems, in terms
of energy consumption and packet latency. The second set of
experiments is used to compare AL + XYZ and the multiple unicast
routing (multiple UC) scheme in 3-D NoC systems with irregular
sub-networks. In MUC, at the source node, multiple unicast packets
are generated, each destined to a different destination. The XYZ
routing is used as the base routing algorithm. In case of unavailable
output channel, MUC selects an alternative output channel. In all
the experiments, a metric named multicast to unicast ratio
(MUR) is used to measure the ratio of the number of multicasting
packets to that of unicasting packets. For each set of experiment,
five experiments are performed and the average results are
reported.

7.2. Efficiency of MXYZ in regular 3-D NoC systems

The efficiency of MXYZ is evaluated using random benchmarks.
The whole network is used for one application. Fig. 15(a) shows the
normalized energy consumption of HP over MXYZ, i.e., the energy
consumption of HP divided by that of MXYZ. Fig. 15(a) shows that,
when the injection rate is higher (e.g., above 0.09), the energy con-
sumption of HP is about 1.7� to 2.1� over that of MXYZ. Fig. 15(b)
20

40

60

80

0.01 0.03 0.05 0.07 0.09 0.11

Injection rate (flit/cycle)

A
ve

ra
ge

 p
ac

ke
t l

at
en

cy
(c

yc
le

)

100

0.13 0.15

HP

0.2 0.4

Average packet latency

MXYZ

(b)

ncluding both dynamic and leakage power) and (b) latency when MUR = 0.3.



0.5

1

1.5

2

0.01 0.03 0.05 0.07 0.09 0.11

Injection rate (flit/cycle)

N
or

m
al

iz
ed

po
w

er
co

ns
um

pt
io

n Multiple UC
2.5

0.13 0.15

0.5

1

1.5

2

0.01 0.03 0.05 0.07 0.09 0.11

Injection rate (flit/cycle)

N
or

m
al

iz
ed

po
w

e r
co

ns
um

p t
io

n

2.5

0.13 0.15

(b)(a)

0.2 0.4 0.2 0.4

Multiple UC

Normalized energy consumptionNormalized energy consumption

0.5

1

1.5

2

0.01 0.03 0.05 0.07 0.09 0.11
Injection rate (flit/cycle)

N
or

m
al

iz
e d

po
w

er
co

ns
um

p t
io

n

2.5

0.13 0.15

0.5

1

1.5

2

0.01 0.03 0.05 0.07 0.09 0.11
Injection rate (flit/cycle)

N
or

m
al

iz
ed

po
w

e r
co

ns
um

pt
io

n

2.5

0.13 0.15

(d)(c)

0.2 0.4 0.2 0.4

Multiple UC Multiple UC

Normalized energy consumptionNormalized energy consumption

 

Fig. 17. Comparison of MUC and AL + XYZ in terms of total energy consumption with MUR = (a) 0.05, (b) 0.2 (c) 0.25 and (d) = 0.3.
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shows the average packet latency results of HP and MXYZ. As the
injection rate increases, the packet latency of HP increases more
rapidly than that of MXYZ. The reason is that, the Hamiltonian
paths generated by HP result in non-minimal paths to destination
nodes. Thus, both the energy consumption and packet latency of
the multicast traffic are increased.
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and 12. MUR = 0.3, injection rate = 0.05.
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7.3. Efficiency of AL + XYZ in 3-D NoC systems with irregular sub-
networks under random benchmarks

In this set of simulations, the whole network is used for three
applications. Fig. 16 shows the three sub-networks visualized in
the 4 � 4 � 3 NoC system.

Fig. 17 shows the energy comparison of AL + XYZ against multi-
ple UC under different MUR values. Fig. 17(a) shows the normal-
ized energy consumption of multiple UC over AL + XYZ when the
MUR is low (MUR = 0.05) which means that the multicast commu-
nication occupies a small portion in the entire traffic. From
Fig. 17(a), we can see that, when the injection rate is low (e.g.,
0.01), the energy consumption of multiple UC is the same as that
of AL + XYZ. When the injection rate increases, the energy con-
sumption of multiple UC is about 1.3� to 1.4� over that of
AL + XYZ.

When the multicast traffic increases, e.g., MUR is above 0.2
(Fig. 17(b) to (d)), AL + XYZ saves more energy compared to multi-
ple UC. Fig. 17(d) shows the energy consumption when the multi-
casting communication has a large ratio over the entire traffic.
When the injection rate increases (e.g., above 0.03), the energy
consumption of multiple UC is higher than that of AL + XYZ by a
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Fig. 20. (a) Two sub-networks in the 4 � 4 � 3 NoC system. Each tile includes a pro
consumption (b), total energy consumption (including both dynamic and leakage powe
factor of 1.7–2.2. This can be attributed to the fact that multiple
UC generates more packets than AL + XYZ, which results in higher
energy consumption. The higher the MUR, the higher is the energy
consumption overhead of multiple UC.

Fig. 18 shows the latency comparison of AL + XYZ against multi-
ple UC under different MUR. Fig. 18(a) shows the average packet
latency when MUR is low (MUR = 0.05). We can see that, when
the injection rate is low (below 0.07), the packet latency of multi-
ple UC is relatively low. When the injection rate is above 0.07, the
latency of multiple UC increases rapidly. The increase in the la-
tency of AL + XYZ is much slower until the injection rate is 0.4.

When the multicast traffic increases, e.g., MUR is above 0.2
(Fig. 18(b)–(d)), AL + XYZ has much lower packet latency compared
to multiple UC. Fig. 18(d) shows the packet latency when MUR is
high (MUR = 0.3). Multiple UC saturates at small injection rate (be-
low 0.07) has much higher latency compared to that of AL + XYZ.
The reason is that, multiple UC generates multiple unicast packets
to support multicasting. Thus, the number of extra packets contrib-
utes to severe congestion and earlier saturation point. AL + XYZ, on
the other hand, minimizes the number of multicast packets, which
greatly helps alleviating the congestion situation.

Fig. 19 shows the average latency comparison of AL + XYZ under
different destination numbers. The MUR is set to be 0.3 and injec-
tion rate is 0.05. The destination number is set to be 6, 8, 10, and
12. From Fig. 19, we can see that, when the destination number in-
creases, the latency increases. When the destination number is 20,
the latency is about 1.7� over that when the destination number is
12. The reason is that, more destinations will cause more commu-
nication traffic in the network, which tends to increase the possi-
bility of congestion.
7.4. Efficiency of AL + XYZ in 3-D NoC systems with irregular sub-
networks under real benchmarks

Two NoC architectures shown in Figs. 20(a) and 21(a) are con-
figured in the simulator [33]. In the configuration of Fig. 20, each
tile is composed of a processor, an L1 I/D cache, an L2 cache bank,
and a router. In the configuration of Fig. 21, an L2 cache is placed in
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a separate layer, while the other tiles are composed of processors,
L1 caches, and routers. For real benchmarks, the communication
traces of two SPLASH-2 benchmarks [34], fft and ocean are ex-
tracted from the same simulator [33]. Based on the traffic analysis
of the traces, two synthetic traffics are generated with the same
injection rate, size and distribution of destinations, and MUR as
those of the original trace files. These two applications are mapped
to the sub-networks as in Fig. 20(a).

Fig. 20 shows the energy consumption and packet latency
results of AL + XYZ. The energy consumption of multiple unicast
is normalized over the energy consumption of AL + XYZ. In
Fig. 20(b), the dynamic energy consumption of multiple unicast
is about 1.7� over that of AL + XYZ. The reason is that, AL + XYZ
could effectively reduce the total number of packets transmitted
in the network, which results in significant reduction of dy-
namic energy consumption. In Fig. 20(c), we consider the total
energy consumption, including both the dynamic and leakage
power. We can see that, multiple UC consumes 2� energy over
that of AL + XYZ. The difference in Fig. 20(b) and (c) is caused
by leakage power, which will be increased in case of conges-
tion. AL + XYZ helps to reduce the possibility of congestion as
it reduces the number of packets. The congestion is more severe
in multiple UC, which has longer average packet latency. As
shown in Fig. 20(d), the packet latency of multiple UC is about
1.5� over that of AL + XYZ. In Fig. 20(e), the average execution
time of the two applications under multiple unicast is about
1.15� over that of AL + XYZ. As AL + XYZ reduces the number
of packets and packet latency, the execution time is reduced
consequently.

The efficiency of AL + XYZ in a different architecture as in
Fig. 21(a) is also evaluated with the same two benchmark applica-
tion traces [33,34]. Fig. 21(b) shows that, multiple UC consumes
about 1.7� dynamic energy over AL + XYZ. Fig. 21(c) shows that,
multiple UC consumes about 1.9� total energy over AL + XYZ.
Fig. 21(d) shows the packet latency of multiple UC is about 1.4�
over that of AL + XYZ. In Fig. 21(e), the average execution time of
the two applications under multiple UC is about 1.13� over that
of AL + XYZ.
8. Conclusion

In this paper, two multicast routing algorithms MXYZ and AL + -
XYZ have been proposed to support 3-D NoC systems. MXYZ is a
dimension order multicast routing algorithm designed for regular
3-D NoC topologies. Based on the same design principle, AL + XYZ
is proposed for irregular 3-D NoC topologies. In essence, if an out-
put channel identified by a multicast routing algorithm designed
for regular NoC systems (e.g., MXYZ) is not available, an alternative
output channel is selected. The simulation results have confirmed
that in regular 3-D NoCs, MXYZ outperforms a path-based multi-
cast routing scheme HP in terms of packet latency and energy con-
sumption. For 3-D NoC systems with irregular sub-networks,
AL + XYZ achieves significant improvement in packet latency and
energy consumption than multiple unicast routing under both ran-
dom and real benchmarks.
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