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a b s t r a c t

With the rapid proliferation of information technology, the increasing amount of information available has
posted significant challenges on relevant information discovery for users. An alternative way is to find an
expert with specific expertise. Expert recommendation is important in variety of contexts ranging from
industry to academia. Information retrieval methods or graph-basedmethods have been proposed to approach
this problem in previous research while some important contextual factors are ignored. In this paper,
considering the factors of topic relevance, expert quality, and researcher connectivity, we propose a novel
researcher modeling approach to recommend experts in scientific communities. The proposed recomm-
endation method is well evaluated and compared with some commonly used recommendation models.
Furthermore, the proposed method has been implemented in ScholarMate (www.scholarmate.com), an online
research social network platform. The experimental results exhibit that the proposed method is more effective
than baselinemethods, and it is a potential recommendationmethod to find domain experts on research social
network services.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

With the rapid proliferation of information technology, the
increasing amount of information available has posted significant
challenges on relevant information discovery for users. An alternative
way is to find an expert with specific expertise to help with a task or
address a problem. The discovery of expertise is important in variety
of contexts ranging from industry to academia (Deng et al., 2008). For
example, in organization settings, an employee may require a highly
trained specialist to consult with a specific problem when he has no
experience to a specific project, so finding experts may help him
reduce time cost and facilitate a better solution. In research commu-
nities, recommending external experts for research project selection
(Sun et al., 2008) and assigning reviewers to paper manuscripts
automatically for peer-review (Karimzadehgan et al., 2008) are two
essential tasks. Furthermore, when researchers need guidance on a
subject matter or need to find collaborators working together in
related areas, they can also refer to expert finding systems. As

discussed above, finding suitable domain experts with appropriate
skills and knowledge is critical important in research communities
(Sun et al. 2014). Since manually approaches to construct expert
databases are labor-intensive and time-consuming, various auto-
mated approaches have been proposed to build researcher profile
and find potential experts (Afzal and Maurer, 2011).

With the advent of expert search track in the text retrieval
conference (TREC) Enterprise Track (Craswell et al., 2005), amount
of attention has been paid to expert finding tasks. Information
retrieval methods (Balog et al., 2009, 2007; Craswell et al., 2005;
Fang and Zhai, 2007; Macdonald and Ounis, 2008; Serdyukov
et al., 2007) and graph-based methods (Cao et al., 2005; Deng
et al., 2012; Dom et al., 2003; Zhang et al., 2007; Zhou et al., 2007)
as two main research streams have been proposed to find experts
for given query topics. Information retrieval methods, either
profile-based methods or document-based methods, treat expert
finding task similar to traditional ad hoc retrieval tasks while other
contextual factors (such as expert quality and social connections)
affecting retrieval performance were ignored. Keyword semantics
problem which often caused keyword mismatch problem was also
ignored in expert finding research. Graph-based methods referred
to PageRank algorithm principles in constructed networks. It
has also achieved comparative performance in specific domains.
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However, with the rapid development of online social networks,
these methods suffer from run-time efficiency problem and it is
difficult to implement them in large-scale context (Meng et al.
2014). Taking ScholarMate1 for example, there are hundreds of
thousands of online researchers, and millions of research materi-
als, so finding experts in similar research fields, and ranking them
in terms of some criterion are indeed time-consuming. To over-
come the shortages of current studies, since topic relevance,
academic connectivity and expertise level are all valuable for
expert finding as identified in existing literatures, we leverage
research analytics framework to profile researchers by incorporat-
ing multi-source data and semantic queries, and then implement
MapReduce platform to speed up the computation process. Thus,
our proposed method aims to provide a better solution for expert
finding by using big data analytics.

In this research, we propose a novel big data analytics approach
for researcher modeling combining three-dimensional character-
istics to recommend relevant experts in research communities.
The semantic content of query and researcher profile is analyzed
to solve keyword mismatch problem. Meanwhile, expertise levels
of experts are modeled and accumulated expertise from other
linked experts is aggregated to improve recommendation perfor-
mance. Then, a two-stage recommendation process is conducted
to provide more relevant and authoritative experts using MapRe-
duce platform. The prototype system for expert finding has been
implemented as an application service in ScholarMate. The pro-
posed approach is evaluated through designed real experiment in
ScholarMate. The results show that the proposed approach out-
performs other baseline methods.

This paper presents three main contributions. Firstly, we construct
researcher profiles by combining multi-dimensional characteristics
using research analytics framework (RAF). Topic relevance, authorita-
tive quality and enriched expertise are deeply mined and then
aggregated to improve retrieval accuracy. Secondly, we alleviate key-
word mismatch problem in traditional methods and provide sufficient
experimental evaluations and investigate how proposed research
analytics framework approach works in terms of improving the expert
finding performance. Thirdly, the designed recommender system by
MapReduce is especially fit for research communities. We have
incorporated it into online research social network website to facilitate
content sharing and potential researcher collaboration.

The rest of the paper is organized as follows. Section 2 reviews
related literatures and identifies the research gap. Section 3 describes
the novel big data analytics method for expert finding, and elaborates
a researcher modeling process using research analytics framework and
expert finding algorithm based on MapReduce platform. Section 4
shows the implemented system interfaces and Section 5 presents the
experiment results. We give the summarization of our research and
point out the future work in Section 6.

2. Literature review

Expert finding task addresses the problem of providing a ranking
list of people who are knowledgeable and authoritative about a given
query topic (Wang et al., 2013). This task has attracted much attention
in recent years after its first inclusion in the TREC Enterprise Track
(Craswell et al., 2005). The expert finding task have been studied in
various contexts such as enterprise corpora (Balog et al., 2009), sparse
data university environments (Balog et al., 2007), online knowledge
communities (Wang et al., 2013) and digital libraries (Gollapalli et al.,
2011). Generally, two research streams approached expert finding
problem: one is to employ information retrieval techniques from the

relevance perspective; the other is to apply graph-based methods to a
network (social network or heterogeneous information network) from
the connectivity perspective.

The methods in relevance stream could be further classified into
two categories: profile-based methods and document-based methods
(Fang and Zhai, 2007). Profile-based methods directly built the expert
candidate profile based on associated documents and then generated
the ranking score according to the profile in response to a user query.
The model 1 in Balog et al. (2009) first built a term-based expertise
profile (virtual document vector) for each candidate, and ranked the
candidate experts based on the relevance scores of their profiles for a
given topic by using traditional ad hoc retrieval models. On the other
hand, document-based methods first ranked documents in the corpus
given a query topic. Then they found the associated candidates from
the subset of retrieved documents. The model 2 in Balog et al. (2009)
employed language model to find experts based on ranked documents
and the experimental results showed it outperformed the model 1.
Furthermore, Cao et al. (2005) used a probabilistic approach to rank
experts by combining relevance model and co-occurrence model. The
topic-based model and the hybrid model were exploited by Deng et al.
(2008) to achieve better performance than basic language models.
Macdonald and Ounis (2008) presented yet another approach based
on a voting model for expert search. Profile-based methods operated
efficiently due to smaller documents in size for modeling while they
performed less effectively than other approaches because they could
not measure each document individually. Document-based methods
allowed the application of advanced text modeling techniques in
ranking individual documents while they showed inconvenient data
management. Moreover, the proposed techniques above ignored key-
words semantics, so synonym and polysemy problems were appeared,
which further caused mismatch problem (Sun et al., 2014). In this
paper, we construct keyword correlation matrix for semantic query
expansion to improve expert finding performance.

The methods in connectivity stream benefited from the success of
PageRank (Page et al., 1999) and hyperlink-induced topic search (HITS)
(Kleinberg, 1999) algorithms in search engines. In particular, connec-
tivity propagation models for expert search were studied in e-mail
collections (Dom et al., 2003) and enterprise collections (Serdyukov
et al., 2008). PageRank algorithm was employed in Wang et al. (2013)
to compute expert's authority and then relevance and authority were
combined to rank experts in online communities. Zhou et al. (2007)
proposed a coupled random walk model between authorship net-
works and citation networks for ranking authors and documents
together. Recently, heterogeneous bibliographic networks were mod-
eled and exploited (Deng et al., 2012) for expertise ranking. Although
graph-based techniques were advanced and sophisticated for expert
ranking, their success is dependent on the accuracy of whole network
construction and the computation cost is often very high. In this
research, we employ the AuthorRank algorithm on the researchers'
collaboration network and leverage MapReduce framework to speed
up the computation process.

Meanwhile, Some scholars have argued that it is not enough to find
experts by only looking at the queries' without taking the users into
consideration (Hofmann et al., 2010). They claimed that several
contextual factors (e.g. proximity and expert quality) may have effects
on the decision concerning which experts to recommend. Users were
more likely to select expertise search results that included social
network information (Shami et al., 2008). Hofmann et al. (2010)
argued that many of these factors could be considered in the modeling
process, and claimed that integrating them with retrieval models
could improve retrieval performance. In addition, existing studies
show that topic relevance, academic connectivity and expertise level
are all valuable information sources for expert finding (Shami et al.,
2008). However, very limited research combines them to give a better
solution to the problem. In this research, we consider the expertise
level of researchers by measuring the quality of their publications and1 www.scholarmate.com.
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research projects, and proposes research analytics framework to
integrate relevance, quality, and connectivity for researcher profiling.

Furthermore, since a number of researchers emerge in Scholar-
mate, in which some complex relationships exist among researchers,
such as friendship and researchers in one research/teaching groups,
previous research was lack of run-time efficiency to find experts for
large-scare research communities. With the rapid development of
cloud computing (Armbrust et al., 2010; Brian et al., 2008) and big
data research (Chen et al., 2012; Cheng et al., 2012), some useful big
data analytics tools such as MapReduce can speed up similarity
computation (Elsayed et al., 2008) and social network analysis (Shi
et al., 2013), so, in this research, we offer MapReduce as an effective
computation tool to improve the efficiency of expert finding process
in research community.

To cover the research gap discussed above, we propose a novel big
data analytics to find knowledgeable experts for research social
network services. We leverage research analytics framework to profile
researchers in research community, and offer MapReduce platform to
compute researcher profiling and discover domain experts.

3. Methodology

In Silva et al. (2013), we defined research analytics framework
(RAF) and successfully applied it into the context of research project
selection.We consider research analytics as the application of methods
and theories (including scientometrics, business intelligence and social
network analysis) to transform research related data into relevant
information in research management. In this study, we leverage the
RAF in the context of large scale expert finder application for research
social network services. The proposed expert finder system employs
relevance analysis, quality analysis, and connectivity analysis modules

to build a more comprehensive researcher model for expert finding
task. The process and main components of the proposed system are
shown in Fig. 1.

3.1. Profiling

In general, profiling is the process of identifying and determining
relevant information and attributes that can be used to characterize a
given object. In the expert finding context, we focus on how to collect
necessary data to construct more comprehensive researcher profile. As
stated in Park and Chang (2009), researcher profiles can be con-
structed from two ways: declaration and inference based on observa-
tion of research activities. Declared profiles are reflected by subjective
information which often contains self-claimed interests, expertise and
skills. The subjective information is often represented by structured
keywords. However, to obtain this information needs imposing extra
work on the researcher so it is often incomplete and hard to update.
Observation and interpretation of research activities has the potential
to build more accurate profiles and these profiles can be constructed
automatically and objectively. In research communities, submitting
research manuscripts and applying scientific grants are two main
activities of researchers. Thus, publications and projects can be
considered as two important evidences to assess researchers' exper-
tise. As illustrated in Fig. 1 (Profiling part), publications and projects
contain several interrelated entities. Researchers are linked through
co-authoring journal articles or collaborating scientific projects. Arti-
cles are often located in journals whose discipline ranks (i.e. A, B, C)
reflect authors' expertise level. Projects can be classified into different
levels (i.e. Nation, Ministry, Province, and City) which reflect authors'
expertise level. Furthermore, there are several keywords contained in
publications and projects and they reflect the authors' research areas.

Fig. 1. The architecture of the expert finder system.
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In this research, we have collected all the scientific information about
researchers and generated correlation matrices for researcher model-
ing. The Keyword–Document matrix is used for relevance analysis
module. The Article–Journal matrix and Project–Type matrix are used
for quality analysis module. The researcher–researcher matrix is used
for connectivity analysis module.

3.2. Modeling

3.2.1. Relevance analysis module
This module proposes the semantic keyword weighting method to

determine the content relevance of candidate experts. As proposed in
previous work (Sun et al., 2014), this method can overcome keyword
mismatch problem of traditional keyword weightingmethods (such as
TFIDF, BM25). Keyword–Document (KD) matrix generated in the
previous section is used to derive keyword similarity. The KD matrix
is a nk � nd matrix which is used to denote the association between
keywords and documents, where nkis the number of keywords andnd

is the number of documents. The elements in the KD matrix denote
weighted frequency scores (FS) of a keyword in the document. FS can
be calculated as follows:

FSkd ¼ αf titþβf keyþγf abs ð1Þ
where f tit is the frequency of the keyword in the document title, f key is
the frequency of the keyword in author-assigned keywords list and
f abs is the frequency of the keyword in the document abstract. α, β
and γ, subject to the equation αþβþ γ ¼ 1, are weights of f tit ;
f key and f abs respectively. The detail settings refer to Sun et al. (2014).

3.2.1.1. Keyword correlation calculation. A novel keyword similarity
method relying on mutual reinforcement principle (Wu et al.,
2013) is employed in this work. The method uses an iterative
approach to compute similarities whereby the similarity between
any two objects (keywords or documents) is computed based on
the similarities already computed in the previous iteration. In
detail, the similarity computation is performed as follows:

Initial step

sk0 km; knð Þ ¼ θmn; sd0 dm; dnð Þ ¼ θmn ð2Þ

In pth step

skp km; knð Þ ¼ SKp km; knð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SKp km; kmð Þ

p
U

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SKp kn; knð Þ

p ð3Þ

sdp dm; dnð Þ ¼ SDp dm; dnð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SDp dm; dmð Þ

p
U

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SDp dn; dnð Þ

p ð4Þ

where

SKp km; knð Þ ¼
Xnd

i;j ¼ 1

FSmi Uφij Usd
p�1 di; dj

� �
UFSnj ð5Þ

SDp dm; dnð Þ ¼
Xnk
i;j ¼ 1

FSim Uφij Usk
p�1 ki; kj

� �
UFSjn ð6Þ

In the initial step, keyword similarity sk0 km; knð Þ and the docu-
ment similarity sd0 am; dnð Þ are defined. Each keyword (resp., docu-
ment) is similar only to itself and it is dissimilar to all other keywords
(resp., document). At the pthstep, let skp km; knð Þ (resp., sdp dm; dnð Þ)
be the keyword (resp., document) similarity betweenkm and kn (resp.,
dm; dn). In Eqs. (5–6), φij is equal to 1 if i¼ j, otherwise it is equal toφ
where φ is mutual reinforcement factor and φϵ½0;1�. In this way, the
keyword correlation matrix can be constructed and it is used to
compute matching degree between semantic query and researcher
profile as presented in the next section.

3.2.1.2. Semantic profile matching. In this research, we have applied
a filtering strategy to efficiently recommend selected list of experts
from the researcher database. As exact keyword matching could
generate inadequate results, we employ semantic keyword mat-
ching to filter out irrelevant researchers. Previous research has
demonstrated the high performance of the semantic keyword
matching method in document retrieval (Quattrone et al., 2011)
and article recommendation (Sun et al., 2014). The user query is
extended by adding similar keywords. To make it less complicated,
we add five more keywords to the query. Similar keywords are
identified based on the pre-computed keyword correlation matrix.
Then, the enriched query is used to match with potential expert
profiles. The relevance score by matching the enriched query with
researcher profile is calculated as follows:

RSðq; rÞ ¼
Xnk

i ¼ 1

FSkr ið ÞUsim a; ið Þ ð7Þ

where RSðq; rÞ denotes keyword matching degree of the query and
researcher profile; nk is the number of distinct keywords in enriched
query and a is the keyword of query itself; FSkrðiÞ represents the
frequency score of keyword i in the researcher profile; sim(a,i)
indicates keyword similarity, where sim(a,i)¼1, if i¼a and sim(a,i)
equals similarity value in the keyword correlation matrix otherwise.

3.2.2. Quality analysis module
This module proposes the query-sensitive quality analysis to

assess expertise level of candidate experts. We firstly select out
researcher's relevant documents (publications and projects) in terms
of enriched query profile. Then, we measure the expertise level of a
potential expert in terms of the quantity of documents and quality of
the documents. Finally, we adopt a weighted scheme, proposed by
Sun et al. (2008), to generate an expertise quality measure of overall
contribution of a researcher to the field.

To measure the expertise level of a potential expert, his publica-
tions and projects are considered (Sun et al., 2008). For publications,
some metrics have been offered from three aspects: the quantity of
papers and the journal ranking of published papers, total citations,
and social metrics (Piwowar, 2013) including like, comments, share,
and collection to references. The quality score of expert for the query,
QSpub q; rð Þ, is expressed as:

QSpub q; rð Þ ¼ α
X4

i ¼ 1

λpubi qpubi þβCpub

þγðLpubþðCPpub�CNpubÞ
þSpubþRpubÞ ð8Þ

where λpubi is the weight of journal rank i (i.e. A, B, C and D) and qpubi
is researcher's total number of publications in journal rank i. Cpub is
the total number of paper citations. Lpub, CPpub, CNpub, Spub and Rpub

are social metrics. Lpub is the total number of like among published
papers; CPpub and CNpub represent the total number of positive
comments and negative comments respectively; Spub is the total
number of share among published papers; R is the total number of
papers collected to references.

For projects, some metrics have also been suggested from three
aspects: the quantity of projects and the project weight, the
number of members joining in project group, and social metrics
including like, comments, and share. The quality score of expert
for the query, QSpro q; rð Þ, is expressed as:

QSpro q; rð Þ ¼ α
X4

i ¼ 1

λproi qproi þβGproþγðLproþðCPpro�CNproÞþSproÞ

ð9Þ
where λproj the weight of project type j (i.e. Nation, Ministry,
Province, and City) and qproi is researcher's total number of projects
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in project type j. Gpro is the total number of members in project
groups. Lpro, CPpro, CNpro, and Spro are social metrics. Lpro is the total
number of like among fund projects; CPpro and CNpro represent the
total number of positive comments and negative comments respe-
ctively; Spro is the total number of share among funded projects.

In terms of the quality of publications and projects of expert,
the quality score of expert for the query, QS q; rð Þ, is expressed as

QS q; rð Þ ¼ μQSpubðq; rÞþð1�μÞQSproðq; rÞ ð10Þ

3.2.3. Connectivity analysis module
PageRank algorithm is the heart of the Google (Page et al., 1999)

and this ranking mechanism has demonstrated its super performance
in search engine applications. PageRank was originally designed to
rank retrieval results based on the hyperlink structure of the web,
which is a directed but binary graph in nature. However, the
researcher collaboration network is often constructed by a weighted
graph since collaboration frequency and author number should be
reflected in the collaboration network. We therefore rank expert in
the collaboration network by use of AuthorRank algorithm (Liu et al.,
2005), which is a modification of PageRank considering link weight.

This module proposes connectivity analysis to rank expert
candidates by the assumption that researchers accumulate exper-
tise from collaborating with other experts. Firstly, relevant docu-
ments (publications and projects) are retrieved with respect to
user queries. The article or project which contains one or more
keyword from the user query profile or enriched query profile can
be considered relevant document. Secondly, we can construct
researcher collaboration network based on article co-authorships
and project cooperation relationships. Therefore, the correspond-
ing connectivity matrix C is generated. The edge weight in the
connectivity matrix is defined according to Deng et al. (2012),

Cij ¼
XN

k ¼ 1

δki δ
k
j

ndk �1
ð11Þ

where δki ¼ 1 if researcher i is one of the collaborators in documentdk,
δki ¼ 0 otherwise, and N is the number of documents and ndk is the
number of authors in document dk. The link weights express how
strongly related two nodes, and these weights can therefore be used
to determine the amount of AuthorRank that should be transferred
from one node to the nodes it connects to. Finally, the AuthorRank
value of an author i is then given as follows:

AR ið Þ ¼ 1�dð Þþd
Xn

j ¼ 0

ARðjÞ � cji ð12Þ

where d is the damping factor, ARðjÞ corresponds to the AuthorRank
of the backlinking node, and cji corresponds to the edge weight
between node j and i. The AuthorRank can be calculated with the
same iterative algorithm used by PageRank. AuthorRank can be
considered as a generalization of PageRank by substituting cji
with1=DðjÞ in PageRank, in which DðjÞ is defined as the number of
links going out of node j. In the Section 3.4, we will implement the
AuthorRank algorithm by the MapReduce framework. Therefore, the
connectivity score of expert for the query, CS q; rð Þ, is expressed as
follows:

CS q; rð Þ ¼ AR rð Þ ð13Þ

3.3. Ranking

For each query asked by the users in research communities, the
system outputs a list of recommended experts. To provide expert
recommendation effectively and efficiently, two-stage recommen-
dation strategy is employed as shown in Fig. 1. In the first stage,
initial results are output by matching researcher profile with

semantic query profile and lots of irrelevant researchers can be
filtered out. In the second stage, the relevance score, quality score,
and connectivity score, which are derived from the former analysis
modules, need to be further aggregated with appropriate weight-
ing strategy. After aggregation, the final expert ranking list can be
more appropriate and accurate. Among aggregation models, ana-
lytic hierarchy process (AHP) is one well known method to solve
multi-criteria decision-making (MCDM) problems, which determi-
nate the relative importance or weight of criteria by mathema-
tical pair-wise comparison (Dyer and Forman, 1992). It has been
applied extensively in many research fields, such as social network
analysis and recommendation systems. In this research, we choose
AHP approach as our aggregation model.

With the collected information, expert's performances of rele-
vance, quality and connectivity can be measured by AHP. Each
expert's overall performance integrated relevance, quality and con-
nectivity can be achieved by weighted geometric average method. So
the task is to determine the relative importance of these three criteria
by decision makers (DM). A panel of DMs has been organized to give
pair-wise comparison matrices for the criteria. The matrices for three
indicators are shown as follows:

v11 v12 v13
v21 v22 v23
v31 v32 v33

0
B@

1
CA ð14Þ

where vij is the proportion of two criteria. According to the algorithm
of AHP, the weights on each criterion ðv1 ; v2 ; v3 Þ can be obtained,
and the performance of expert can be computed as follows:

S q; rð Þ ¼ v1RS q; rð Þþv2QS q; rð Þþv3ESðq; rÞ ð15Þ
According to the ranking of S q; rð Þ, the appropriate experts can

be selected in research community.

3.4. Computing by MapReduce

In this work, we implement the MapReduce framework on
Hadoop, a cloud computing infrastructure, to do the large-scale
computation tasks involved in expert finder system. MapReduce is
a popular framework for data-intensive parallel computation in
shared-nothing clusters of machines. It has been successfully applied
in many applications such as indexing crawled documents, analyzing
web access logs, machine learning (Cheng et al., 2012; Elsayed et al.,
2008). MapReduce is a distributed computing paradigm based on
two higher-order functions: map and reduce. The map function
applies a user-defined function to each key–value pair in the input
and generates a list of intermediate key–value pairs. These generated
pairs are then sorted and grouped by the key and are further passed
as inputs to the reduce function. The reduce function applies a second
user-defined function to every intermediate key and all its associated
values, and produces the final result. The signatures of the functions
that compose the phases of the MapReduce computation are as
follows:

Map : ðk1; v1Þ-½ðk2; v2Þ� ð16Þ

Reduce : ðk2; ½v2�Þ-½ðk3; v3Þ� ð17Þ
Where ðk1; v1Þ are the original key and value of a record, which are
transformed to k2; v2ð Þby the Mappers. Finally, these intermediate
key–value pairs are aggregated together by the Reducers on the same
key k2, further resulting in final outputs ðk3; v3Þ. The illustration of
MapReduce framework is shown in Fig. 2.

In this research, MapReduce is suggested to improve the efficiency
of expert finding process in research community. Now we employ
MapReduce framework to calculate document similarity as an
example. In order to compute sim(x,y) for all the document pairs in
a batch mode, we first build an inverted index for all keywords in the
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vocabulary. For each keyword k, there is a corresponding posting in
the inverted index Ind:

o d1; ck;d1
� �

; d2; ck;d2
� �

;…; di; ck;di
� �

…4 ð18Þ

where diis a document's profile and ck;di is the weight. Then, we
generate a mapper for each pair of documents in each inverted index
posting. Finally, all of the intermediate results calculated by these
mappers are aggregated by the reducers. We summarize these steps
in the following algorithm, and shown in Table 1.

It is easy to see that the same algorithm can be employed for
computing similarities for keywords. Furthermore, researcher
AuthorRank value can be computed via MapReduce. The computa-
tion process mainly has three steps: calculating author rank,
calculating outlinks and sorting the results.

4. System implementation

ScholarMate is an online professional social network community
platform, particularly developed for academic researchers by the
authors' team. It aims to foster a knowledge sharing cyberspace for
researchers to collect and share different kinds of resources (e.g.,
publications, research progress reports). Different from other online
researcher communities which require researchers to input research
outputs manually, it can automatically collect a particular researcher's
outputs from various sources, like CNKI2, ISI3 and Scopus.4 On the
ScholarMate, researchers can add other researchers into their contact
list as friends. Besides, researchers with similar interests can collabo-
rate via self-organized special interest group (SIG) functions. They can
share their professional works in terms of publications, projects,
papers with other community members and their friends, and receive
comments and suggestions. The proposed approach is implemented as
one of the application services in ScholarMate. The system provides
main functions to collect and extract researcher related data including
publications, projects and academic relations. Fig.3 presents the
interfaces of researcher homepage and expert finder application.

5. Experimental evaluation

5.1. Data and methodology

In this section, we empirically evaluate the accuracy and
scalability of our proposed approach. For the accuracy comparison,

we compared our method with two representative expert finder
methods in the literature. They are listed as follows:

(1) Model 2 Method (abbreviated M2): this is the state-of-the-art
expert finder method, which was proposed in Balog et al. (2009).
M2 employs language model to retrieved relevant documents
and returns candidates associated with relevant documents as
possible experts. It has been empirically demonstrated its better
performance than other methods (Balog et al., 2009).

(2) Semantic Model 2 Method (abbreviated SM2): this is the
enhanced method of M2 by using our pre-computed keyword
correlation matrix. SM2 considers keyword semantics in order
to find more relevant experts.

(3) Research Analytic Framework Method (abbreviated RAF): this
is our proposed method. It leverages relevance, quality and
connectivity to find domain experts.

Technically, three recommendation methods are implemented in
the same experimental condition and our experiments are conducted
in a Hadoop platform. Since it is difficult to objectively evaluate the
relevance of experts for the given query, we conducted a subjective
user study to validate the effectiveness of three expert finder
methods according to human perception of relatedness. We used
30 representative topic queries as the source queries (i.e., the selected
queries which are supported to expert finder systems and used to
return relevant experts). In order to compare the performance of our
proposed method with two baseline methods, for each query, we
returned three different expert lists with each containing 10 experts.
However, as different expert finding schemes my return identical
expert, there are quite a few duplicates. We invited 15 evaluators
including 5 Ph.D. students and 10 postgraduate students to assess the
expert finder performance. For each query in the selected 30 source
queries, the subject was asked to first read the source query and get
familiar with it. Then, the subject was provided with the computed
experts returned by three schemes (in a mixed manner) in a random

Map

Map

Map

Reduce

Reduce

Input
Files Output

Files

Input Map Sort Merge Reduce Output

Fig. 2. The MapReduce framework.

Table 1
Document similarity computation algorithm via MapReduce.

Input: Inverted index Ind
Process:

Initialize sim(x,y):
sim x; yð Þ : ¼ 0; 8 x; yAD

For all kAV Do

For allx; yAp wð Þ Do
Map:map key : ¼ x : y; v¼ x; yð Þ-okey : ¼ x : y; v' ¼ ck;x Uck;y4

For all x; yAD Do
Reduce: sim x; yð Þ : ¼ P

key ¼ x:y
vkey'

Output: sim(x,y) for all x; yAD

2 http://www.cnki.net/.
3 http://portal.isiknowledge.com.
4 http://www.scopus.com.
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order. The subjects did not know by which scheme the current expert
was returned ensuring that the rank of a recommendation did not
influence subjects' perception. For each query, the subject rated each
returned expert on a 5-point Likert (Likert, 1932) scale ranging from
1 to 5. Notice that the one mark means that the subject is not
interested at all in the recommended opportunity: this recommen-
dation is not relevant. On the contrary, a recommendation is all the
more relevant as the subject's mark is high. Each subject was
assigned 6 source queries so that each source query and its returned
experts were evaluated at three times (6� 15=30¼ 3 ). As a result,
we could use the obtained feedback data to evaluate the effectiveness
and accuracy of our proposed approach.

To verify the scalability of the proposed method, RAF, we
employ two synthetic datasets (200M and 500M) to conduct a
series of experiments. These datasets are built by extracting
information from ScholarMate and they contain all the informa-
tion related to experts (such as publications, projects, collabora-
tion networks and so on) in the experiments. The experiment is
conducted respectively in a cluster of nodes ranging from 1 to 8.
Therefore, the execution time can be recorded to measure the
scalability of the MapReduce algorithm.

5.2. Evaluation metrics

Similar to traditional recommendation and search system, we
recommend a list of experts based on researchers' search queries
and ask them to rate recommendations.

To verify the accuracy of proposed recommendation method,
the Average Rating score (AR) and Normalized Discounted Cumu-
lative Gain (NDCG) are selected as the performance metrics
(Adomavicius and Tuzhilin, 2005). These metrics are computed
over the top 1 and 5 recommended experts. AR is computed
among the ratings from all the users and it indicates the average
rating of all the recommendations. NDCG is a commonly adopted
metric for evaluating a search engine's performance and it is for
gradual judgments (i.e., documents are non-relevant or more or

less relevant to the query). They are defined as follows:

AR¼ 1
jU j

Xj U j

i ¼ 1

1
N

XN

j ¼ 1

rij ð19Þ

NDCG¼ 1
jUj

XjUj

i ¼ 1

Z
XN

j ¼ 1

2rij �1
log ð1þ jÞ ð20Þ

where jUj denotes the number of researchers in the survey; N is
the number of recommended project opportunities and in this
setting, N¼1 or 5;rij represents the rating of researcher i on
project opportunity j; Z is a normalization constant and is chosen
so that a perfect ranking's NDCG value is 1.

To measure the performance of the scalability of the proposed
method, we employ the Speedup metric, which is a widely used
scalability metric to demonstrate how much a parallel algorithm is
faster than a corresponding sequential algorithm (Amdahl, 1967;
Meng et al. 2014). It is defined as follows:

Sp ¼
Ts

Tp
ð21Þ

where Sp the Speedup metric, Ts denotes the sequential execution
time, Tp is the parallel execution time and p is the number of
processors. With the fixed dataset, if the Speedup, Sp, has a linear
relation with the number of nodes, we can consider that the
algorithm will have good scalability.

5.3. Results and analysis

In this section, we present the accuracy and scalability results
from experiments. In accuracy, the performance comparison of
M2, SM2 and RAF methods is listed in Table 2. The robustness of
this practice was shown by Buckley and Voorhees (2000) that
evaluating the search engine should guarantee at least n¼25
queries. We have 30 valid responses, which is more robust for
statistical analysis.

Fig. 3. Researcher homepage and expert finder interface in ScholarMate.
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We can see that our proposed method achieves the best perfor-
mance in terms of both the AR metric and the NDCG metric. The AR
scores obtained by using the M2 method and the SM2 method are
3.59 and 3.63in terms of returning top five experts and these results
are acceptable. However, our proposed method, RAF, achieves more
than 7.4% improvements over baselines. The improvements of AR at
top 10 returned experts also indicate that our method can find more
relevant experts than the other two methods. We further evaluate
the rank performance of the three methods. NDCG scores reflect the
browsing efforts of the researchers before locating the relevant
experts. In terms of NDCG values, the proposed method achieves
over 11.1% improvements when returning top 5 experts and over
15.6% improvements when returning top 10 experts. The improve-
ments on the NDCG value clearly show that our method is more
effective than the M2 and SM2 methods, which gives a higher
ranking for finding relevant experts.

Moreover, we test the improvement significance of the results of
the proposed method over baseline methods by means of the paired
t-tests. The statistical significance of an improvement is represented
as a p-Value with Student's paired bilateral t-test (Student, 1908).
Although requiring a normal data distribution in theory, Hull (1993)
points that it is robust to violations of this requirement in practice.
Moreover, previous work shows that this test to be more accurate
than other ones, such as Wilcoxon's signed rank test (Sanderson and
Zobel, 2005). When poa, with a¼0.05 difference between the two
systems is deemed to be statistically significant. The smaller the
p-Value, the more significant the difference. From Table 2, it is
indicated that improvements of our approach in AR and NDCG are
all statistically significant.

In scalability, the Speedup performance is demonstrated in Fig. 4.
We can observe that the speedup of RAF increases relatively linearly
when the number of processor nodes increases. Furthermore, when
the parallel algorithm is applied in larger dataset (500M), it can
obtain better speedup. With 8 nodes in 500M dataset, the speedup
value reaches 5.23, which is 65.4% (5.23/8¼65.4%) of the Ideal
Speedup (Let Sp be the speedup for p processors. Ideal Speedup or
linear speedup is obtained when Sp ¼ p. When running an algorithm

with linear speedup, doubling the number of processors doubles the
speed. As this is ideal, it is considered very good scalability.) The
experimental result indicates that our proposed method RAF on
Map-Reduce performs better with larger dataset and has good
scalability over big data context.

In general, these experimental results show that our proposed
RAF method outperforms baseline methods and achieve higher
accuracy, and RAF on MapReduce framework has good scalability
in big data environment. Our proposed RAF framework can be
leveraged with big data analytics tools to find domain expert in
research social network services effectively and efficiently.

6. Conclusions and future work

In this paper, a novel research analytics framework approach
combining relevance, quality and connectivity is proposed for expert
finding in research communities. Expertise profile of researchers is
built from three aspects: topic relevance, expert quality and resear-
cher connectivity. The effectiveness and efficiency of proposed
approach is verified in the designed experiment. The proposed
algorithm and designed recommender system have been incorpo-
rated into the existing research social network websites to facilitate
expert search and potential collaboration. Also, the algorithm and
system can be generalized to other personalization applications in
digital libraries and other scientific websites.

Several research questions can be further investigated in future.
Firstly, we compute keyword similarity to expand query profile. We
are aware that the use of domain ontology will greatly help to resolve
semantic ambiguity in keyword matching. Thus in future, research
domain ontology can be constructed to support extended profile
matching. Secondly, this paper adopts AHP technique as the rank
aggregation method. Possibly, other data fusion techniques can be
considered such as Condorcet fusion (Montague and Aslam, 2002)
and other techniques that model score distribution (Nandakumar
et al., 2008). Thirdly, it is better to consider other human factors
when recommending experts for given query topics. Therefore, we
will extend this work by considering these factors in the future.
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