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Distributed computing (DC) system is widely implemented due to its low setup cost and
high computational capability. However, it might be vulnerable to malicious attacks like
computer virus due to its network structure. The service reliability, defined as the
probability of fulfilling a task before a specified time, is an important metric of the quality
of a DC system. This paper attempts to model and compute the service reliability for the DC
system under virus epidemics. Firstly, the DC system architecture is modeled by an
undirected graph whose nodes (i.e. computers) have a continuous-state model represent-
ing its computational capability. Then a set of epidemic differential equations are
formulated and solved to obtain the state dynamics of each node under the virus
epidemics. A universal generating function (UGF) based approach is proposed to calculate
the service reliability of DC system. Numerical results show the effectiveness of the
proposed method. The sensitivity analysis on the model parameters, the comparison with
centralized computing system and the optimization of defense level parameter are also
conducted.

� 2015 Elsevier Inc. All rights reserved.
1. Introduction

Distributed computing (DC) system [1] is a collection of multiple autonomous computers that can communicate through
a computer network to solve a large computational task. The purpose of the DC system is to coordinate the use of shared
resources and provide communication services to the users [2]. Comparing to the centralized computing system, the DC sys-
tem possesses many advantages, such as high performance, low setup cost, and potential for enhanced reliability [3–5].
Therefore, the DC system has gained increasing popularity in many application fields such as distributed software/hardware
system [4,6], distributed power generation [7], distributed sensor system [8], and etc.

Like many other computing systems, the service quality of the DC system is of high concern to the majority of practitio-
ners. Service reliability, which measures the capability of a system to accomplish its tasks on time, is a very important metric
of DC system service quality [9]. Many research works have been devoted to modeling and analysis of the reliability (includ-
ing service reliability) of DC systems [9–13]. However, most of the previous research works have focused on the failures
caused by the ‘unintentional’ defects embedded in the DC hardware infrastructure and the installed software. In practice,
external factors such as infective computer virus become widely spread in the current computer networks [14]. In this paper,
we focus on the type of virus which can reproduce themselves and infect other computers in the network. If the virus
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successfully parasitizes one computer, it will rapidly copy itself, consume the computing resources (e.g. CPU and memory) of
the host, and attempt to infect other healthy computers via network connections (e.g. email, FTP transfer, message exchange,
etc). This process will repeat on other infected computers and may eventually lead to a great loss of computational capability
of the whole DC system if the situation is not attended to.

Protecting the DC system against the virus attacks becomes an increasingly important issue [6] and this type of protection
is clearly different from the protection against ‘acts of nature’ or ‘accidents’ [15]. For example, the CPU breakdown in a com-
puter usually will not affect the operations of other computers connected in the same network. In the literature of reliability
research, many studies have been devoted to intentional attack protections by designing protection strategies for different
systems (e.g. power substations, defense systems, etc) [16–20], but few have investigated the attacks with epidemic char-
acteristics, such as computer virus [21]. In the field of epidemiology modeling, some research works have addressed the virus
spreading issue in computer networks, but the emphasis is on the speed and range of the spreading [21–23]. To bridge the
gap, in this work the service reliability of the DC system is modeled and computed under the virus epidemics with the con-
sideration of possible system noises.

The rest of this paper is organized as follows. In Section 2, the general model of virus epidemics is proposed: the contin-
uous-state model is used to describe the computational capability of each node in the DC system and the epidemic differ-
ential equations are set and solved to obtain the time-dependent state index. In Section 3, service reliability is defined
based on the virus epidemic model and the universal generating function (UGF) technique is adopted for computing service
reliability. Section 4 illustrates the proposed model on a numerical example with (1) the sensitivity analysis on the defense
level parameter and the processing speed coefficient, (2) the comparison with centralized computing system and (3) the
optimization of defense level parameter. Section 5 concludes this study with some possible future research directions.

2. Modeling of virus spreading in distributed computing systems

Notations
X
 range of continuous state X ¼ ½0; 1�, where 0 indicates the perfect functioning state and 1 indicates the complete
failure state
T
 system time

N
 total number of nodes in the computer network

G
 the undirected graph representing the computer network

V
 the set of nodes in the computer network

vi
 node i in the computer network

L
 the set of communication channels in the computer network

lij
 the communication channel that links node vi and vj
liðtÞ
 the state index of node i at time t

Wi
 the neighborhood set of node vi
Ei
 the set of subtasks distributed to node i

di
 defense parameter at node vi
nk
 percentage of the raw data in sub-task k

dk
 the amount of data related to subtask k

hkiðtÞ
 data processing speed of subtask k by node vi at time t

aki
 processing speed coefficient which links the processing speed to the node state

RkiðTÞ
 probability that all the transmission and processing operations of subtask k assigned to node i can be finished by

time t

K
 total number of subtasks
In this work, the DC system is modeled as an undirected graph G ¼ ðV ; LÞ, where V ¼ fv ij1 6 i 6 Ng is the set of computers
(nodes), and L ¼ flijj1 6 i 6 N; i < j 6 Ng is the set of communication channels (links) connecting the nodes. It is noted that
many authors have assumed homogeneous elements (no difference between nodes and links) in DC system [9,10]. However,
for the virus epidemic modeling, nodes are usually treated as infectious components while the links are treated as the non-
infectious channels for virus spreading [12,23].

2.1. A continuous-state reliability model of individual nodes

Markov chain is one of the conventional approaches for modeling DC system reliability with a number of discrete states
[13], where each node has two states: online (functioning state) or offline (failure state) and the transition diagram is estab-
lished to model the system state changes. However, the size of Markov state space grows exponentially with the increase of
the number of nodes and the degradation states [24]. Moreover, when a node is under virus infection, it will not completely
lose its computational capability in a short time. Once a virus successfully resides onto a node, it attaches itself to some
executable files. Its code will be executed when one user attempts to launch an infected program. After the execution of
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its code, the virus may replicate itself into other programs. Progressively, more and more programs will be infected and the
running virus codes will consume greater amount of computing resources and slow down the entire computer. Therefore, a
two-state model is not sufficient to describe the degradation phenomena of individual nodes.

A feasible alternative is the continuous-state model, which has been considered by many studies on computer virus epi-
demiology [21–23] where the state of each node takes real values to represent the degradation condition of the computa-
tional capability. In addition, continuous state models have already been considered by a number of reliability
researchers, since many real-world systems and components exhibit the continuous type of degradation [25–28].

The continuous-state model defines a state space X ¼ ½0; 1� representing all possible intermediate real-valued levels
between the two extremes: ‘0’ is perfect functioning state and ‘1’ is the complete failure state. In addition, liðtÞ denotes
the state index of node i at time t. In the next section, we will apply the epidemic functions to solve liðtÞ.

2.2. Virus epidemic model

In this section, we describe the epidemic differential equations for the virus spreading in our model. From the assumptions
made in Section 2.1, if a node vi is at healthy state, then liðtÞ ¼ 0. The deviation from the normal state represents the level of
damage to the node. The strength of interactions between node vi and its neighbor vj is defined by the weight wij attributed to
the edge eij. In this study, the weight is set to be proportional to the speed of the communication channel between two nodes.
For node vi, its state is dependent on the cumulative impacts from all its neighbors v j 2 Wi each proportional to the connection
strength wij with some time delay tij, and its own ability to defend virus infection. Taking all the above factors into consider-
ation, the status change of node vi can be represented using the following epidemic differential equation:
d
dt

liðtÞ ¼
X
j2Wi

wijljðt � tijÞ � liðtÞdi; ð1Þ
where Wi is the set of neighboring nodes that have direct connections to node i and di is the time independent parameter that
represents the ability of node vi to defend virus infection. di is an important parameter with physical meanings. For example,
the anti-virus software such as McAfee usually offers different levels of protections ranging from basic to total protections. The
more protections the anti-virus offers the higher price it has. Based on the single epidemic equation in (1), we establish the
following equation system to model the combined effects of virus spreading and anti-virus mechanism in the entire DC system.
d
dt l1ðtÞ ¼

X
j2W1

w1jl1ðt � t1jÞ � l1ðtÞd1

..

.

d
dt liðtÞ ¼

X
j2Wi

wijljðt � tijÞ � liðtÞdi

..

.

d
dt lNðtÞ ¼

X
j2WN

wNjlNðt � tNjÞ � lNðtÞdN

:

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð2Þ
There are many methods to solve such differential equation systems like (2). The Laplace transform
LflðtÞg ¼

R1
0 lðtÞe�stdt is an effective approach with the property that Lfl0ðtÞg ¼ sLflðtÞg � lð0Þ. After taking the Laplace

transform on the both sides of Eq. (2), the transformed equation system can be solved via linear algebra given the initial con-
ditions lið0Þ ¼ 1;ljð0Þ ¼ 0 ðj ¼ 1; . . . ;N; j–iÞ. Then the inverse Laplace transform is applied on the obtained solutions to
finally derive the solutions to (2). In Section 2.3, an illustrative example is presented to obtain the node state index.

2.3. An illustrative example

Fig. 1 shows a 5-node DC system with the node 1 infected by a certain type of virus. The edge weight and node virus
defending parameters are assigned with some preset values, as shown in Table 1. The edge weight is determined by the
speed of data transmission, e.g. megabyte per second (mbps), between two nodes, whereas the virus defense parameter
can be determined by the protection level of the anti-virus software installed in each node.

The initial conditions imply that l1ð0Þ ¼ 1;l2ð0Þ ¼ 0;l3ð0Þ ¼ 0;l4ð0Þ ¼ 0;l5ð0Þ ¼ 0. Since the size of the virus (about
few Kbits) is often very small comparing to the bandwidth of the communication channel, the time delay caused by network
traffic is assumed negligible. Based on the conditions mentioned above, the virus epidemics equations are written as follows.
d
dt l1ðtÞ ¼ 0:04l2ðtÞ þ 0:09l3ðtÞ þ 0:03l5ðtÞ � 0:2l1ðtÞ
d
dt l2ðtÞ ¼ 0:04l1ðtÞ þ 0:01l3ðtÞ � 0:05l2ðtÞ
d
dt l3ðtÞ ¼ 0:09l1ðtÞ þ 0:01l2ðtÞ þ 0:06l4ðtÞ þ 0:02l5ðtÞ � 0:2l3ðtÞ
d
dt l4ðtÞ ¼ 0:06l3ðtÞ þ 0:05l5ðtÞ � 0:125l4ðtÞ
d
dt l5ðtÞ ¼ 0:03l1ðtÞ þ 0:02l3ðtÞ þ 0:05l4ðtÞ � 0:1l5ðtÞ

:

8>>>>>>><
>>>>>>>:

ð3Þ



1

2

3 

4 

5
0.03

0.05 

0.02

0.06

0.04 

0.01

0.09

Fig. 1. A 5-node DC system with the node 1 infected.

Table 1
Weight of edges and virus defense parameter.

Edge e12 e13 e15 e23 e34 e35 e45

Weight 0.04 0.09 0.03 0.01 0.06 0.02 0.05

Node 1 2 3 4 5
0.2 0.05 0.2 0.125 0.1
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The eigenvalue method is used to solve (3). The solutions are as follows:
l1ðtÞ ¼ 0:4344e�0:304t þ 0:3185e�0:162t þ 0:0980e�0:146t þ 0:0015e�0:050t þ 0:1476e�0:013t

l2ðtÞ ¼ �0:0504e�0:304t � 0:1267e�0:162t � 0:0578e�0:146t þ 0:0310e�0:050t þ 0:2039e�0:013t

l3ðtÞ ¼ �0:4585e�0:304t þ 0:1485e�0:162t þ 0:1609e�0:146t � 0:0056e�0:050t þ 0:1547e�0:013t

l4ðtÞ ¼ 0:1708e�0:304t � 0:4046e�0:162t þ 0:0846e�0:146t � 0:0157e�0:050t þ 0:1648e�0:013t

l5ðtÞ ¼ �0:0608e�0:304t þ 0:1236e�0:162t � 0:2280e�0:146t � 0:0170e�0:050t þ 0:1821e�0:013t

:

8>>>>>><
>>>>>>:

ð4Þ
It can be derived from (4) that
lim
t!1

liðtÞ ¼ 0; ð5Þ
which implies that the DC system would end up in a totally healthy state in the long run. Such a conclusion can be attributed
to the continuous efforts of virus defending mechanism. The plot of liðtÞ over time shows the trend of the expected behav-
iors of each node.

As can be seen from Fig. 2, the state index of node 1 first drops steeply from 1 with time and then it begins to reduce more
smoothly. This phenomenon is due to the virus defending mechanism. The curves of node 2, 3, 4 and 5 are similar. They all
start from 0 and gradually increase. The node which has a larger weighted edge connecting with node 1 is expected to be
infected faster than the others at the beginning. This situation is validated in the form of a steeper increasing curve of
l2ðtÞ. It is also worth noting that the state index of each node becomes relatively stable as time increases.

In the next Section, the service reliability is modeled and computed.
3. Service reliability modeling of distributed system under virus epidemics

Based on the epidemic model of virus spreading presented in Section 2, this section derives the service reliability of the
DC system. Suppose that the entire task is divided into K sub-tasks which are distributed to the N nodes for processing. One
node can process multiple subtasks and a subtask can be distributed onto multiple nodes for processing. The service reliabil-
ity is usually considered as the probability of successfully completing a target task within a predefined period of time [9,29].
In this work, we adopt this definition into the context of virus epidemic and regard the service as successful if it is finished
within time T. Prior to the reliability model, the assumptions for the task processing and transmission are presented as
follows:
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Fig. 2. Plot of liðtÞ over time.
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1. Each node can execute multiple subtasks simultaneously. A node starts to execute an assigned subtask immediately after
it gets all necessary inputs, and the data processing speed depends on its state and the type of subtask.

2. Each link has a data transmission speed (bandwidth), of which a stable portion is occupied by one subtask throughout the
entire task transmission and processing period. This assumption is in line with the multiplexing technique for computer
communications.

3. The data transmission time within each node is negligible.
4. For each sub-task at one node, the data is transmitted through a same set of links before and after the execution.
5. The hardware failures due to natural causes are not considered because these failure probabilities are usually very low

and the focus of our study is on virus spreading.

3.1. Service reliability of one subtask distributed to one node

Let dk denote the amount of data related to sub-task k. It is noted that dk contains two different sets of data: (1) the raw
data forwarded to the processing node for processing; (2) the output data of the processing node which has to be sent back to
the initiating node. Let nk denote the percentage of the raw data in sub-task k, then nk � dk is the amount of raw data to be
processed on certain node and ð1� nkÞ � dk is the amount of result data to be returned to the initiating node. The data is trans-
mitted between node vi and the node that initiates the subtask, through a same set of links Lki before and after the execution
of the sub-task at one node. Thus the data transmission speed for sub-task k transmitted to resource vi is
ski ¼min
lj2Lki

ðljÞ; ð6Þ
where lj is the transmission speed (or bandwidth) of the jth link in Lki occupied by the sub-task k executed by node i. Hence
the transmission time of the sub-task k is obtained as follows:
Tki ¼
dk

ski
: ð7Þ
Let Ei denote the set of subtasks distributed to node i. It can be obtained from (7) that it takes tki ¼ nkTki units of time for
node i to start processing subtask k. Similarly the time needed for node i to send back the results of subtask k can be obtained
as ski ¼ ð1� nkÞTki:

The processing speed of subtask k by node vi: hkiðtÞ is negatively related to the state index liðtÞ of node i at time t . In
practice, the relationship between hkiðtÞ and liðtÞ can be estimated from real data as follows
hkiðtÞ ¼ f kiðliðtÞÞ þ ekiðtÞ; ð8Þ
where f kið�Þ is a decreasing function defined on [0,1] and ekiðtÞ is the noise of the processing speed following a Gaussian pro-
cess with mean 0. To judge whether node i can finish processing subtask k before time t, we need to calculate the amount of
data of subtask k that can be processed by node i from tki to T � ski, which can be expressed as
Yki ¼
Z T�ski

tki

hiðtÞdt ¼
Z T�ski

tki

½f kiðliðtÞÞ þ ekiðtÞ�dt ¼
Z T�ski

tki

f kiðliðtÞÞdt þ
Z T�ski

tki

ekiðtÞdt: ð9Þ
The probability that node i can finish processing subtask k can be calculated as
RkiðTÞ ¼ PrðYki > nkdkÞ: ð10Þ
Denote Zki ¼
R T�ski

tki
ekiðtÞdt. According to the property of Gaussian process, Zki itself is a normal random variable with mean

0. The variance of Zki and thus of Yki can be obtained as follows:
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VðYkiÞ ¼ VðZkiÞ ¼ EðZ2
kiÞ ¼

Z T�sik

tki

Z T�ski

tki

Eðekiðt1Þ � ekiðt2ÞÞdt1dt2: ð11Þ
It can be seen that the variance of Yki is determined by the covariance function of the Gaussian process, which describes
the covariance of noises at any pair of time points. Different covariance functions need to be used depending on the mech-
anism of the noises associated with the subtask processing speed. Specifically, if the covariance of the noises at different time
points is 0 and the noise variance at any time t is a constant r2

kiðtÞ ¼ r2
ki, we have
VðYkiÞ ¼
Z T�sik

tki

Z T�ski

tki

Eðekiðt1Þ � ekiðt2ÞÞdt1dt2 ¼
Z T�sik

tki

Eðekiðt1Þ � ekiðt1ÞÞdt1 ¼ r2
kiðT � sik � tkiÞ: ð12Þ
Furthermore, we have
RkiðTÞ ¼ PrðYki > nkdkÞ ¼ 1�U
nkdk �

R T�ski
tki

f kiðliðtÞÞdtffiffiffiffiffiffiffiffiffiffiffiffiffi
VðYkiÞ

p
 !

; ð13Þ
where Uð�Þ represents the cumulative probability function of standard normal distribution.

3.2. Total service reliability

In this section, we utilize the UGF approach to derive the total service reliability based on the reliability index obtained in
the section above for the individual subtask on one single node. UGF was first introduced by Ushakov in 1986 [30] and it
proves to be very effective in evaluating reliability of complex multi-state systems. Much research has been done on incor-
porating UGF into reliability analysis of various k-out-of-n systems, series–parallel systems, weighted voting systems, acyclic
information networks, and manufacturing systems [31–34]. The UGF of a discrete random value X is defined as a polynomial,
uðzÞ ¼
XW�1

w¼0

pwzxw ; ð14Þ
where the variable X has W possible values and pw is the probability that X takes the value xw.
In our case, the UGF of each subtask k distributed to node i is defined as
ukiðzÞ ¼ Rki � zfkg þ ð1� RkiÞ � z/; ð15Þ
where / denotes the empty set. The UGF representing two different subtasks distributed to node i can be obtained as
ukiðzÞ �
union

umiðzÞ ¼
X1

h¼0

ph � zSh �
X1

l¼0

ql � zBl

¼
X1

h¼0

X1

l¼0

phql � zUðSh ;BlÞ

¼ RkiRmizfk;mg þ Rkið1� RmiÞzfkg þ ð1� RkiÞRmizfmg þ ð1� RkiÞð1� RmiÞz/

; ð16Þ
where Sk and Bl represent the sets of subtasks, and �
union

is the proposed union composition operator. By iteratively combining

the UGF representing all the subtasks distributed on node i, the UGF of the node i can be obtained as
UiðzÞ ¼
XH

h¼0

Ph � zQh : ð17Þ
The UGF of the DC system can be obtained by combining the UGF of all the nodes together as
UðzÞ ¼ u1ðzÞ �
union

u2ðzÞ::: �
union

uNðzÞ ¼
XJ

j¼0

Pj � zQj : ð18Þ
The service reliability can be obtained as
/ðUðzÞÞ ¼ /ð
XJ

j¼0

Pj � zQj Þ ¼
XJ

j¼0

Pj � 1ðQj ¼ f1; . . . ;KgÞ; ð19Þ
where /ð�Þ is the redistributive operator designed to obtain the system service reliability.

4. A numerical example

To illustrate the proposed method for DC service reliability computation, the example in Section 2.3 is extended. Suppose
that a task needs to be processed within T = 5.5 s. The resource management server (RSM) has divided the task into three
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Fig. 3. The 5-node DC system with distributed subtasks.

Table 4
Bandwidths of the edges.

Edge e12 e13 e15 e23 e34 e35 e45

Bandwidth 40 mbps 90 mbps 30 mbps 10 mbps 60 mbps 20 mbps 50 mbps
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subtasks and dispatched them as E1 = {1,2}, E2 = {1}, E3 = {2}, E4 = {2,3}, E5 = {3}, as shown in Fig. 3. In real industrial practice,
the algorithm for determining task dispatching is very complicated and interested readers are encouraged to refer to [1]. The
size and the percentage of raw data for each subtask are given as d1 ¼ 20 mbits; d2 ¼ 30 mbits; d3 ¼ 20 mbits and
n1 ¼ n2 ¼ n3 ¼ 0:5. For simplicity, let the relationship of processing speed and the node state have the following form:
hkiðtÞ ¼ akið1� liðtÞÞ þ ekiðtÞ;
where aki is the processing speed coefficient that links the processing speed to the node state. It is assumed that aki ¼ 4 and
Eðekiðt1Þ � ekiðt2ÞÞ ¼ 1ðt1 ¼ t2Þ for k = 1,2,3 and i = 1,. . .,5, where 1(TRUE) = 1 and 1(FALSE) = 0. Subtasks 1 and 2 need to get
their inputs from and send back the results to node 1. Subtask 3 needs to get inputs from and send back results to node 5.

The bandwidths of the edges are provided in the Table 4.
It is assumed that L12 = {e12}, L23 = {e13}, L24 = {e13, e34}, L34 = {e45}. Note that e13 is in both L23 and L24. In this study, we

assume that 50% bandwidth of e13 is occupied by the transmission of sub-task 2 executed by node 3, and the other 50% band-
width of e13 is occupied by the transmission of sub-task 2 executed by node 4.

4.1. Reliability calculation

According to (6), we have
s12 ¼ 40 mbps; s23 ¼ 45 mbps; s24 ¼ 45 mbps; s34 ¼ 50 mbps:
Furthermore, from (7) we have
T12 ¼ 0:5 s; T23 ¼ 0:67 s; T24 ¼ 0:67 s; T34 ¼ 0:4 s
Thus, it follows
t12 ¼ s12 ¼ 0:25 s; t23 ¼ s23 ¼ 0:33 s; t24 ¼ s24 ¼ 0:33 s; t34 ¼ s34 ¼ 0:2 s:
According to (9), we have
EðY11Þ ¼ 22� 4
Z 5:5

0
l1ðtÞdt ¼ 8:0790; EðY21Þ ¼ 22� 4

Z 5:5

0
l1ðtÞdt ¼ 8:0790;

EðY12Þ ¼ 20� 4
Z 5:25

0:25
l2ðtÞdt ¼ 18:4662; EðY23Þ ¼ 19:36� 4

Z 5:17

0:33
l3ðtÞdt ¼ 16:7281;

EðY24Þ ¼ 19:36� 4
Z 5:17

0:33
l4ðtÞdt ¼ 18:9785; EðY34Þ ¼ 20:4� 4

Z 5:3

0:2
l4ðtÞdt ¼ 20:0227;
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EðY35Þ ¼ 22� 4
Z 5:5

0
l5ðtÞdt ¼ 20:7666;
where
Z 5:5

0
l1ðtÞdt ¼ 3:4802;

Z 5:25

0:25
l2ðtÞdt ¼ 0:3834;

Z 5:17

0:33
l3ðtÞ ¼ 0:6513;

Z 5:17

0:33
l4ðtÞdt ¼ 0:0887;

Z 5:3

0:2
l4ðtÞdt ¼ 0:0943;

Z 5:5

0
l5ðtÞdt ¼ 0:3084;
are obtained from (4).
From (12) and Eðekiðt1Þ � ekiðt2ÞÞ ¼ 1ðt1 ¼ t2Þ, we have
VðYkiÞ ¼ ðT � sik � tkiÞ:
From (13), we have
R11ðTÞ ¼ PrðY11 > 10Þ ¼ 1�U
1:9210ffiffiffiffiffiffiffi

5:5
p

� �
¼ 0:2064;R21ðTÞ ¼ PrðY21 > 15Þ ¼ 1�U

6:9210ffiffiffiffiffiffiffi
5:5
p

� �
¼ 0:0016;

R12ðTÞ ¼ PrðY12 > 10Þ ¼ 1�U
�8:4662ffiffiffi

5
p

� �
¼ 0:9999;

R23ðTÞ ¼ PrðY23 > 15Þ ¼ 1�U
�1:7281ffiffiffiffiffiffiffiffiffiffi

4:83
p

� �
¼ 0:7842;

R24ðTÞ ¼ PrðY24 > 15Þ ¼ 1�U
�3:9785ffiffiffiffiffiffiffiffiffiffi

4:83
p

� �
¼ 0:9649;R34ðTÞ ¼ PrðY34 > 10Þ ¼ 1�U

�10:0227ffiffiffiffiffiffiffi
5:1
p

� �
¼ 1:0000;

R35ðTÞ ¼ PrðY35 > 10Þ ¼ 1�U
�10:7666ffiffiffiffiffiffiffi

5:5
p

� �
¼ 1:0000:
(The probability of finishing subtask 1 is R1ðTÞ ¼ 1� ð1� R11ðTÞÞð1� R12ðTÞÞ ¼ 0:9999: The probability of finishing subtask 2
is R2ðTÞ ¼ 1� ð1� R21ðTÞÞð1� R23ðTÞÞð1� R24ðTÞÞ ¼ 0:9924: The probability of finishing subtask 3 is R3ðTÞ ¼ 1� ð1� R34ðTÞÞ
ð1� R35ðTÞÞ ¼ 1:0000: Thus R(T) = 0.9999 * 0.9924 * 1 = 0.9924. The complete UGF procedures are listed below. The UGF
result includes more information than just a reliability value.)

From (15), we have
u11ðzÞ ¼ 0:2064zf1g þ 0:7936z/; u21ðzÞ ¼ 0:0016zf2g þ 0:9984z/;u12ðzÞ ¼ 0:9999zf1g þ 0:0001z/;

u23ðzÞ ¼ 0:7842zf2g þ 0:2158z/;u24ðzÞ ¼ 0:9649zf2g þ 0:0351z/;u34ðzÞ ¼ zf3g;u35ðzÞ ¼ zf3g:
From (16), we have
U1ðzÞ ¼ 0:0003zf1;2g þ 0:2061zf1g þ 0:0013zf2g þ 0:7933z/;

U2ðzÞ ¼ 0:9999zf1g þ 0:0001z/;

U3ðzÞ ¼ 0:7842zf2g þ 0:2158z/;

U4ðzÞ ¼ 0:9649zf2;3g þ 0:0351zf3g;

U5ðzÞ ¼ zf3g:
Furthermore, we have
U1ðzÞ �
union

U2ðzÞ ¼ 0:0016zf1;2g þ 0:9983zf1g þ 0:0001z/;

U1ðzÞ �
union

U2ðzÞ �
union

U3ðzÞ ¼ 0:7845zf1;2g þ 0:2154zf1g þ 0:0001zf2g;

U1ðzÞ �
union

U2ðzÞ �
union

U3ðzÞ �
union

U4ðzÞ ¼ 0:9923zf1;2;3g þ 0:0076zf1;3g þ 0:0001zf2;3g;

UðzÞ ¼ U1ðzÞ �
union

U2ðzÞ �
union

U3ðzÞ �
union

U4ðzÞ �
union

U5ðzÞ ¼ 0:9923zf1;2;3g þ 0:0076zf1;3g þ 0:0001zf2;3g;
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Fig. 4a. Plot of liðtÞ over time with the defense parameters being 4 times larger than those in Table 1.
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According to (19), the service reliability is 0.9923.

4.2. Sensitivity analysis

In this Section, the sensitivity analysis is performed on two model parameters, namely the defense level and the process-
ing speed coefficient, that are influential to the computation of DC system service reliability.

In order to investigate the effects of defense level on the node states, Figs. 4a and 4b shows the expected node states when
the defense parameter of each node is as four times/twice bigger as the defense parameter shown in Table 1. With compar-
ison to the curves in Fig. 2, it clearly reflects the fact that the nodes are generally much healthier and the infected nodes
return to healthy states more rapidly when stronger defense is available.

Fig. 5 shows the curves of service reliability as a function of processing speed coefficient for different levels of defense. It is
assumed that the processing speed coefficient aki is the same for every k and i. It can be seen that the service reliability has a
S-shaped increase when the processing speed coefficient increases and the higher service reliability is associated with the
higher defense level. The S-shaped curve is attributed to the reason that the pdf of a normal distribution is higher nearer
the center so that the reliability of a subtask distributed to a node increases faster when the absolute difference between
Yki and nkdk in (13) is smaller.

4.3. Comparison with centralized computing system

Consider the situation that there is only node 1 in the computing system and all the subtasks are assigned to it. As the cost
for constructing and defending other nodes are saved, the defense parameter for node 1 has changed from d1 ¼ 0:2 to d�1 : The
initial state of node 1 is l1ð0Þ ¼ 1. The state equation of node 1 can be expressed as
d
dt

l1ðtÞ ¼ �d�1 l1ðtÞ:
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Fig. 4b. Plot of liðtÞ over time with the defense parameters being twice larger than those in Table 1.
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It is easy to know that l1ðtÞ ¼ e�d�1 t : For a fair comparison, it is still assumed that hkiðtÞ ¼ 4ð1� liðtÞÞ þ ekiðtÞ and
Eðek1ðt1Þ � ek1ðt2ÞÞ ¼ 1ðt1 ¼ t2Þ for k = 1,2,3.

Similarly, we can obtain
EðY11Þ ¼ EðY21Þ ¼ EðY31Þ ¼ 22� 4
Z 5:5

0
l1ðtÞdt ¼ 22� 4ð1� e�d�1 5:5Þ

d�1
;

VðYk1Þ ¼ 5:5:
Furthermore we have
R11ðTÞ ¼ PrðY11 > 10Þ ¼ 1�U
4ð1�e

�d�
1

T
:Þ

d�1
� 12ffiffiffiffiffiffiffi

5:5
p

0
B@

1
CA;

R21ðTÞ ¼ PrðY21 > 15Þ ¼ 1�U
4ð1�e

�d�
1

T
:Þ

d�1
� 7ffiffiffiffiffiffiffi

5:5
p

0
B@

1
CA;

R31ðTÞ ¼ PrðY31 > 10Þ ¼ 1�U
4ð1�e

�d�
1

T
:Þ

d�1
� 12ffiffiffiffiffiffiffi

5:5
p

0
B@

1
CA:
Thus the reliability of the centralized system is better if
R1ðTÞ ¼ R11ðTÞR21ðTÞR31ðTÞ > 0:9923:
when T = 5.5, the reliability of the centralized system is as shown in Fig. 6. The system reliability is greater than 0.9923 when
the defense parameter is greater than 3.05.

Note that our comparison between centralized computing system and distributed computing system is based on the
assumption that the infected node is curable regardless of the severity of the infection. In some other cases, the defense
may become invalid when the infected node is overly damaged, i.e., its state index is above some threshold. In such cases,
it is more reasonable to use distributed system structure. If some nodes in a distributed computing system have already
become incurable, the defense mechanism can still prevent other nodes from infection and they may be able to complete
the system mission. However, for the centralized computing system, it fails as long as the single node has become incurable.

4.4. Optimal allocation of defense level

In case the defense level of one individual node can be controlled by the amount of defense resource allocated to the node,
the optimal allocation of defense level can be studied. For a DC system with N nodes, the optimal defense level allocation
problem which maximizes the system reliability subject to a given cost can be formulated as
Maximize Rðd1; . . . ; dNÞ;

Subject to Cðd1; . . . ; dNÞ 6 C0;
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where Rðd1; . . . ; dNÞ and Cðd1; . . . ; dNÞ are respectively the system reliability and the total cost when the defense levels of the
nodes are d1; . . . ; dN , and C0 is the maximum allowable cost. For illustration, consider the optimal allocation of defense level
for the system presented in part A of this section. Without loss of generality, it is assumed that
Cðd1; . . . ; d5Þ ¼ d1 þ d2 þ d3 þ d4 þ d5;
and C0 ¼ 0:2þ 0:05þ 0:2þ 0:125þ 0:1 ¼ 0:575:
The optimal defense levels of the nodes are found to be ðd1; . . . ; d5Þ ¼ ð0:575;0; 0;0;0Þ. The corresponding system reliabil-

ity is 0.9968.
Note that our model is readily adapted to a more general case where the defense parameters take stepwise values instead

of constant ones throughout the system mission time. To fulfill this, we need to divide the system mission time into certain
periods such that the defense parameters are constant within each but can change in different periods. In this case, we need
to first solve Eq. (2) to obtain the node state index in the first period given the initial condition at mission time 0. Then, we
can solve (2) for the node state index in the second period given the node state index value at the end of the first period as
the initial condition. Iteratively, the node state index throughout the whole system mission can be solved as a piecewise
function of time. With the state indices of all the nodes, the system reliability can be calculated in similar procedures.
The optimal defense resource allocation will be formulated as
Maximize Rððd11; . . . ; d1MÞ; . . . ; ðdN1; . . . ; dNMÞÞ;

Subject to Cððd11; . . . ; d1MÞ; . . . ; ðdN1; . . . ; dNMÞÞ 6 C0;
where M is the number of periods, Rððd11; . . . ; d1MÞ; . . . ; ðdN1; . . . ; dNMÞÞ and Cððd11; . . . ; d1MÞ; . . . ; ðdN1; . . . ; dNMÞÞ are respectively
the system reliability and the total cost when the defense levels of the nodes are d1k; . . . ; dNk for each period 1 6 k 6 M, and C0

is the maximum allowable cost.

5. Conclusions and future works

DC system is popular in industry because of its low setup and maintenance cost as well as high computational capability.
However, due to the network nature of DC system, it might be vulnerable to virus attacks. This paper focuses on the com-
putation of the service reliability of DC system under virus epidemics. The computational capability of individual node is
modeled by a continuous-state model. The network topology of DC system is explicitly modeled as an undirected graph.
A set of differential equations are formulated to describe the node state dynamics due to virus spreading. A universal gen-
erating function based approach is proposed to calculate the service reliability of the DC system. A numerical example is pre-
sented for illustration. The sensitivity analysis on the model parameters, the comparison with centralized computing system
and the optimization of defense level parameter are also conducted.

The results show that enhancing the virus defense of each node i is an effective way of recovering the system from virus
attacks, but it may be costly if every node has to be attended to. In future research, we will attempt to implement the devel-
oped methods onto larger scale DC systems. In addition, it is an essential issue to evaluate the risk in different fields [35–37].
Thus, another direction is to conduct risk analysis on our continuous state epidemic model.
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